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The work presents an interesting comparison of the applications of the two topic modeling approaches. It has been shown that contextualized BERT models are capable of forming stable connections between the texts with the purpose of creating a model of hidden communities of Russian LiveJournal users.

The paper introduces an interesting evaluation approach and uses up-to-date models in comparison (BERTopic).

The contribution of the work should be made more clear to the reader by addressing the following points.

> the authors are not friends in the LiveJournal social network

Please clarify the purpose and overall importance of this filtering step.

> we also used a stop-list during lemmatization to check each token, the stop-list includes prepositions, conjunctions, particles, interjections, symbols of various alphabets, obscene vocabulary, abbreviations, etc

Please provide a description of the list or the link to the online resources it is compiled from to make the work reproducible.

> ATM

In my opinion, Author-Topic Modeling in this case is a questionable choice. In the case when each text has just ONE author, author-topic model is not necessary. Сoncatenation of each author’s texts into one and training the vanilla LDA should yield the same or similar results. However, as far as I remember, ATM implementation in gensim uses variational inference for training, so the results yielded by gensim’s OnlineLDA (which is trained with something like Gibbs sampling) may actually be different, but still.

> the size of the final corpus turned out to be about 600,000 tokens, the initial number of users was 125

Since this is a paper introducing a new dataset + training probabilistic models on it, it is hard to verify its contribution without more fine-grained corpus statistics: average number of texts per author, the distribution of text length, etc. Please also consider making the dataset accessible to peer researchers for the sake of reproducibility. 

> it is important to say that for probabilistic topic models, the u-mass topic coherence metric is most often used

Actually, NPMI coherence has been found to correlate best with human judgement in most experiments:

Lau J. H., Newman D., Baldwin T. Machine reading tea leaves: Automatically evaluating topic coherence and topic model quality //Proceedings of the 14th Conference of the European Chapter of the Association for Computational Linguistics. – 2014. – С. 530-539.

It may also be useful to comment (or at least cite) the work with respect to the recent study about the evaluation of topic models via topic coherence ‘being broken’:

Hoyle A. et al. Is Automated Topic Model Evaluation Broken? The Incoherence of Coherence //Advances in Neural Information Processing Systems. – 2021. – Т. 34.
Minor issues

> ‘multimodal extensions like Author-Topic Modeling (ATM)’ 

While ATM is technically indeed multimodal, calling it a multimodal approach is arguably unconventional.
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