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Abstract — Association rules mining progresses year by year. There are many algorithms of association rules mining. The most popular are the Apriori algorithm and the FP-Growth algorithm. But these algorithms have disadvantages. The Apriori algorithm requires many transaction base passes. The FP-Growth algorithm uses a many-edged (non-binary) tree data structure. Algorithm is characterized by the data structure used in it. We discover an association rules mining algorithm using three-dimensional data structure. Algorithm needs only two transaction base passes. The first pass is to insert transactions in three-dimensional data structure. The second pass is to count support of extracted from three-dimensional data structure itemsets. The algorithm tested and compared with the Apriori algorithm and the FP-Growth algorithm. The algorithm is more effective by memory usage than the FP-Growth algorithm, when number of unique elements is between 10 and 868, and the Apriori algorithm, when number of unique elements is between 49 and 498.
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I. INTRODUCTION

More data is stored electronically. As before, data need to be processed with least amount of physical resources and time. The Data Mining subject is used to analyze patterns in data. The subject is a synthesis of few disciplines such as statistics, theory of algorithms and theory of databases, artificial intelligence, and others. Data Mining has such directions as classification, clustering, neural networks, association rules mining. The latter one is applied in trade [10], medicine [5, 12] (also see a survey in [13]), business [11] and Internet surfing [3]. Its purpose is to discover hidden patterns in data.

II. PROBLEM STATEMENT

A. Formulation of the problem

Let’s formulate the problem of association rules mining in the terms of combinations. There is an ordered increasing sequence of non-repeating items named combination. There is a list of combinations named D. We need to find subcombinations with frequency of occurrence above minimal. The D list combinations are named transactions, final subcombinations are named itemsets, intermediate subcombinations – candidatesets, frequency – support.

Then every final subcombination S is arranged in rule as \( X \Rightarrow Y \), where \( X \cup Y = S \), \( X \cap Y = \emptyset \). But we drop this action.

Combination items form the E set, \( |E| = m \).

III. RESEARCH QUESTIONS

The following research questions guide the current study:

Question 1: Which data structure will decrease memory usage and, hence, decrease lead time of association rules mining?

Question 2: In which cases does the discovered data structure decrease memory usage and lead time?

IV. PURPOSE OF THE STUDY

The purpose of the study is to discover an algorithm, which will decrease memory usage and lead time of association rules mining.

V. RESEARCH METHODS

Our research has the following stages:

• to analyze association rules mining algorithms with original data structures;

• to develop association rules mining method based on three-dimensional data structure.

VI. FINDINGS

A. Analysis of structures of association rules mining algorithms

For the first time G. Piatesky-Shapiro raised the problem of association rules mining [6]. Various solutions to this problem have been proposed [2] by the authors R. Agrawal, T. Imielinski, A. Swami in [1] and [8].

Analysis of software for data mining (Statistica, Deductor, Logiex) was conducted. The most of software for association rules mining is based on Apriori and FP-Growth algorithms.

The Apriori Algorithm.

There are a lot of modifications of the Apriori algorithm. Original algorithm consists of the following steps. Firstly, candidateset is formed; for this, a set of transactions is scanned and many i-element candidates are created, where i – the stage number. Support at this step is not computed. The next step is the computation of candidate support and the selection of those for which it is greater than or equal to
the given. The algorithm scans the transaction list several times.

Prefix tree can be used in the Apriori algorithm [9].

Benefits of prefix trees:
- the search time does not depend on the number of elements in the dictionary (depends on the key length);
- additional memory is used to store keys (keys are not stored in nodes);
- support bypass in an orderly manner;
- unlike hash tables, there are no collisions.

Disadvantages:
- stores strings or characters, which means that the key value will have a type restriction (strings, characters, or numbers represented as strings);
- if you implement on its basis an associative array with keys of the string type, then too much memory will be used.

The FP-Growth Algorithm.

The algorithm consists of the following steps [8]. The first step is scanning transactions and finding support for each item. Then the elements are sorted in the transaction in descending order of support for these elements in the entire set. The next step is filtering - removing those elements for which support is less than given by the user. Based on the received data, an FP-tree is built from the remaining elements. And finally, the final step is the extraction of the result sets.

The FP-Growth algorithm uses a tree as a data representation structure. A tree can be described recursively: either it consists of a node and several subtrees (with leaf ends), or it is empty. Another definition assumes that a tree is a connected graph without loops. Decision trees have certain features. Let's start with the benefits:
- simplicity of interpretation and clarity;
- the ability to work both with categories and quantitative values;
- universality in terms of problem solving and classification, and regression;
- the ability to work with data gaps (empty attribute values) and fill in the gaps with the most probable value;
- good performance in the classification process according to an already constructed tree (since the search time does not depend on the number of unique elements). Size of the three-dimensional array is

\[ \left[ \begin{array}{ccc} t_{\text{max}}-1 \\ \sum_{i=1}^{t_{\text{max}}} (m-i)(m-i+1) \approx m^2/2 \cdot (t_{\text{max}}-1), \end{array} \right] \]

Disadvantages:
- process instability (small changes in the data set can lead to the construction of a completely different tree);
- the difficulty of controlling the size of the tree;
- inadequacy of distribution elements into classes in complex cases;
- the criterion for the growth of information is characterized by a tendency to prefer attributes that have a large number of different values.

B. General steps of association rule mining algorithms

As a result, we can summarize, all algorithms have common groups of operators. The general groups can be represented as follows:
- at the first step, all transactions are read and recorded in an intermediate representation;
- at the second step, itemsets are extracted from the intermediate representation.

See more detail analysis of data structure in association rules mining in [7].

C. Association rules mining algorithm based on a three-dimensional data structures

There is a hypothesis that it is possible to improve the algorithm by changing steps or by changing the structure used in it. An array, including three-dimensional one, can be perspective in association rules mining algorithms. We discovered an algorithm for association rules mining, which is based on a three-dimensional array.

The advantages of the structure are following:
- access to elements by index without enumerating all the elements;
- the same access time to all elements;
- the indexing time of elements does not depend on the size of the array, in contrast to linked lists;
- calculation of the address of an element by its index (due to the sequential arrangement of array elements);
- the small size of the memory occupied by the elements (by storing only the information field);
- In addition to the positive aspects of using arrays, there are also negative aspects:
  - for a static array – the lack of dynamics, the inability to delete or add an element without shifting others;
  - an array with pointers without additional means of control – the danger of exceeding the boundaries of the array and data corruption.

These negative aspects do not manifest themselves in a particular task, so the structure can be used in the task of association rules mining.

We named the algorithm as three-dimensional array association rules mining algorithm (3DAARM = 3D2ARM algorithm).

Since a three-dimensional array is an one-dimensional array of two-dimensional arrays, it is important to arrange its dimensions in ascending order, for programming. In the general case, the maximum transaction length will be much less than the number of unique elements. Size of the three-dimensional array is

\[ 1/2 \cdot \sum_{i=1}^{t_{\text{max}}-1} (m-i)(m-i+1) \approx m^2/2 \cdot (t_{\text{max}}-1), \]

where \( t_{\text{max}} \) – the maximum length of itemset. According to the Big O theory we can neglect the \((t_{\text{max}}-1)\) component.

The name of the array is A.

The array has levels. For example, if we have candidate \{1, 2, 3\}, we will write it on first level like A[1, 2, 1] and on the second level like A[2, 3, 2], where the last index indicates level. But there can be false itemsets, for example, we have transactions \{3, 5, 6\} and \{2, 5\}. There are \( A[3, 5, 1] > \text{minimal support} \) and \( A[2, 5, 1] > \text{minimal support} \) on the first level and \( A[5, 6, 2] > \text{minimal support} \) on the second level. We get itemsets \{2, 5, 6\} and \{3, 5, 6\}. But \{3, 5, 6\} is false itemset. We should analyze it.

The 3D2ARM algorithm consists of the following steps:
0) Initialization of algorithm. Creating and initialization of the three-dimensional array.
1) Iterating over all transactions and inserting them in the three-dimensional array (the first pass).
   1.1) Reading a transaction.
1.2) Generating of two-element combinations from unique elements of the transaction.

1.3) Inserting two-element combinations to the three-dimensional array. On each level add 1 to array cell, where first index is equal to or greater than level index. For example, if we have combination \{2, 3\}, we can add 1 to array element only on the first level and the second level. As a result, we get the array with transactions.

2) Extracting results from the three-dimensional array.
2.1) Generating combinations of unique elements by 2.
2.2) For each level, while the condition, that new candidatesets have been added at the previous level, is true, it performs the following actions. At the first level, we go through all the generated combinations and check if the support is greater than or equals to the minimal support specified. At the next levels, we go through all the previous level candidatesets, adding unique elements to them one by one and checking the support. Unique elements are considered only those that have index larger compared to the last item of the candidateset. As a result, we get candidatesets with support greater than minimal support.
2.3) Checking for the occurrence of the found candidates in the transactions (the second pass). If it is included, we increase support by 1. As a result, we get itemsets.

D. An example of the algorithm run
For example, transactions are shown in the table below (table 1).

<table>
<thead>
<tr>
<th>TABLE 1 – TRANSACTION DATA</th>
</tr>
</thead>
<tbody>
<tr>
<td>INDEX</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

We assume the minimum support value to be 0.4, that is, the resulting "popular" sets must occur in at least 4 out of 10 transactions.

The first step is to read the data. Then initialize the three-dimensional array. With the initial data (every element is 0), the array will have the following measurement values:

\[ t_{\text{max}} = \sum_{i=1}^{t_{\text{max}}} (m - i) \cdot (m - i + 1) = \]

\[ = 1/2 \cdot \sum_{i=1}^{5} (7 - i) \cdot (7 - i + 1) = 55 \]

To write data to an array, it is necessary to generate combinations for each transaction. For example, for the 1st transaction: \{1, 2\}, \{1, 3\}, \{1, 4\}, \{1, 5\}, \{1, 6\}, \{2, 3\}, \{2, 4\}, \{2, 5\}, \{2, 6\}, \{3, 4\}, \{3, 5\}, \{3, 6\}, \{4, 5\}, \{4, 6\}, \{5, 6\}.

For the 2nd transaction: \{2, 4\}, \{2, 5\}, \{2, 6\}, \{3, 4\}, \{3, 5\}, \{3, 6\}, \{4, 5\}, \{4, 6\}, \{5, 6\}.

For the 3rd transaction: \{1, 2\}, \{1, 3\}, \{1, 4\}, \{1, 5\}, \{1, 6\}, \{3, 4\}, \{3, 5\}, \{3, 6\}, \{3, 7\}, \{6, 7\}.

For the 4th transaction: \{3, 5\}, \{3, 6\}, \{3, 7\}, \{5, 6\}, \{5, 7\}, \{6, 7\}.

For the 5th transaction: \{3, 5\}, \{3, 7\}, \{5, 7\}.

For the 6th transaction: \{1, 2\}, \{1, 4\}, \{1, 6\}, \{2, 4\}, \{2, 6\}, \{4, 6\}.

For the 7th transaction: \{1, 5\}, \{1, 6\}, \{5, 6\}.

For the 9th transaction: \{2, 5\}.

For the 10th transaction: \{1, 3\}, \{1, 5\}, \{1, 6\}, \{1, 7\}, \{3, 5\}, \{3, 6\}, \{3, 7\}, \{5, 6\}, \{5, 7\}, \{6, 7\}.


For the 3rd transaction: A[1, 3, 1] = 2, A[1, 6, 1] = 2, A[1, 7, 1] = 1, A[3, 6, 1] = 2, A[3, 7, 1] = 1, A[6, 7, 1] = 1. Thus, after processing the 3rd transaction in the elements A[1, 3, 1], A[1, 6, 1], A[3, 6, 1] the value 2 is stored, which means that these combinations have met twice. And so on for all transactions.

At the next level, the three-dimensional array is filled in the same way. It is worth noting that now not all combinations are used, but only with index of the first element is greater than the level number.

As a result, we get an array whose values reflect the frequency of occurrence in transactions (table 2 – table 6). Horizontally it is the first index, vertically it is the second index.

<table>
<thead>
<tr>
<th>TABLE 2 – THE FIRST LEVEL OF THE ARRAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 3 – THE SECOND LEVEL OF THE ARRAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 4 – THE THIRD LEVEL OF THE ARRAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 5 – THE FOURTH LEVEL OF THE ARRAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>
TABLE 6 – THE FIFTH LEVEL OF THE ARRAY

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

For example, if an element of an array with indices A[1, 6, 1] = 5, this means that the element \{1, 6\} will be a candidateset. If at the next level there are elements for which the first index is 6, for example, A[6, 7, 2] = 3, this means that there isn’t a candidateset \{1, 6, 7\}, because the support is less than minimal support. And so on through the levels.

When the transactions are inserted in the array, we can start to extract them as candidatesets. To do this, we will generate combinations of unique elements of 2. In total, in the example there are 7 unique elements: 1, 2, 3, 4, 5, 6, 7. Based on them, the following two-element combinations will be generated: \{1, 2\}, \{1, 3\}, \{1, 4\}, \{1, 5\}, \{1, 6\}, \{1, 7\}, {2, 3}, \{2, 4\}, \{2, 5\}, \{2, 6\}, \{2, 7\}, \{3, 4\}, \{3, 5\}, \{3, 6\}, \{3, 7\}, \{4, 5\}, \{4, 6\}, \{4, 7\}, \{5, 6\}, \{5, 7\}.

We sort through all the values of the levels. At the first level, we go through all the generated combinations and check that the support is greater than or equal to the minimal. At the next levels, we go through all the selected candidates of the previous level, adding unique elements to them one at a time and checking support. Unique elements are considered only those that have index larger compared to the last element of the candidate. As a result, we get many candidates with minimal support. For example, on the first level we will find next itemsets: \{1, 6\}, \{3, 5\}, \{3, 6\}, \{3, 7\}, \{5, 6\}, \{5, 7\}. On the second level we will add to itemsets unique elements – \{1, 6, 7\}, \{3, 5, 6\}, \{3, 5, 7\}, \{5, 6, 7\}, but their minimal support is less than 0.4.

After the set of prospective candidatesets are selected, it is necessary to check them for occurrence in the transactions. If it is included, then increase support by 1. As a result, we get a list of rules. For example, itemset \{1, 6\} is a part of transactions: \{1, 2, 3, 4, 5, 6\}, \{1, 3, 6, 7\}, \{1, 2, 4, 6\}, \{1, 5, 6\}, \{1, 3, 5, 6, 7\}. So its support count is 5 or support – 0.5. It’s bigger than minimal support, so the itemset became the rule. In result we have 6 rules: \{3, 6\} with support count 5, \{5, 7\} with support count 4, \{3, 7\} with support count 4, \{1, 6\} with support count 5, \{3, 5\} with support count 4, \{5, 6\} with support count 4.

E. Algorithms comparison results

Comparison of the algorithms (3D2ARM, Apriori, FP-Growth) was carried by number of generated data. For 3D2ARM it was number of cells, for Apriori – number of candidatesets, for FP-Growth – count of tree nodes. We sign these parameters as y.

Several data sets were used, differing in the number of transactions, number of items. For testing data was generated with the Arules R library. We fixed the minimal support on value 0.1 and the number of transactions. To build a graph were generated 15 datasets with number of transaction 100 000 and number of unique elements from 10 to 50 000.

Based on the obtained data, an approximating function for dependence of the number of candidates on the number of unique elements was calculated for FP-Growth algorithm – hyperbolic regression:

\[ y = 381916.06 - 3933100.52/m \]

Function for the 3D2ARM algorithm is \( y = m^2 / 2 \).

So, let’s fix the minimal support 0.01, and build a graph (fig. 1). Here x is m.

![Fig. 1 – The graph for FP-Growth and three-dimensional algorithm](image-url)

There is a certain interval three-dimensional algorithm has advantage. Data with number of unique elements from 10 to 868 the 3D2ARM algorithm is more effective.

Do this for Apriori, too. An approximating function for dependence of the number of candidates on the number of unique elements was calculated for Apriori algorithm – quadratic regression:

\[ y = 0.08x^2 + 230.19x - 10362.64 \]

So, let’s fix the minimal support 0.01, and build a graph (fig. 2).
There is a certain interval three-dimensional algorithm has advantage. Data with number of unique elements from 49 to 498 three dimensional algorithm is more effective than Apriori.

VII. POSSIBLE ENHANCEMENTS

We plan to improve the algorithm.

First, at 2.3 step of algorithm. We denote the remaining number of transactions for analysis by the letter X. If the condition
\[ \text{candidateSupport} + x < \min \text{Support} \]
is false, it means, that the candidate can’t be “popular” at all, and we can delete it from our list of candidates, and not to check it for other transactions.

Second, the three-dimensional array is a sparse array in which most of the elements are zero. We plan to compress the array.

VIII. CONCLUSIONS

We have concluded the following:

1. We analyzed data structures in algorithms of association rules mining.

2. We discovered three-dimensional array can decrease memory usage and lead time of association rules mining (RQ1). We proposed the algorithm of association rule mining based on the array. We called the algorithm as three-dimensional array association rules mining algorithm (3D2ARM algorithm). The algorithm has only two passes through the transaction list.

3. The algorithm is the most effective, when number of unique items is from 10 to 868 comparing the FP-Growth algorithm and from 49 to 498 comparing the Apriori algorithm (RQ2).

The algorithm will be improved, by cutting off impossible candidates and squeezing the array.
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