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#### Abstract

In the problems of minimization of nondeterministic finite automata, there may be situations, when a covering set of blocks defines an automaton, which is not equivalent to the original one. For the first time, such an example was obtained in 1970 by Kameda and Weiner, and according to their paper, was given the name Waterloo. The existence of such constructions ("walibad" in our terminology, from "Waterloolike badness") greatly complicates the description of practical algorithms for the state minimization of nondeterministic finite automata. Hence the problems of the search and description of such constructions arouse, and, where possible, it should be done before applying the said algorithms of minimization. In this paper, we propose an example of algorithm for the transformation of so-called complete automaton given by a table of binary relation \#. At the same time, we know that for this table for the binary relation $\#$, there exists some corresponding nondeterministic automaton having Waterloo-like badness. The proposed transformation, which is not equivalent, is the serial removal of a state and combining a pair of states. It gives the opportunity to build on the basis of the given relation \# some automaton which also has the walibad-property. And, generally speaking, the obtained automaton is different from the known in advance. We emphasize, that in the process of building we used only relation \#, and did not use automaton known in advance.
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## I. Introduction and motivation

This paper can be considered a continuation of [1]: in that paper, the complete finite automata were considered, and here we continue to consider the connection of complete automata with the problems of state minimization for nondeterministic finite automata, see [2]-[9] etc. Note in advance that the whole direction consists not only of the theoretical part (including the description of new variants of minimization algorithms, the proofs of their correctness, etc.), but also of the practical part. This practical part includes the development and implementation of heuristics for minimizing automata with a large number of states, and we already considered (e.g., in [9]) some algorithmic questions related to the implementation of the corresponding heuristic algorithms. The automaton obtained as a result of vertex minimization ${ }^{11}$ can be considered an analogue of the so-called minimal code $\mu_{\min }(G)$ of adjacency matrix of a graph $G$ considered as a complete invariant for the graph, see

[^0][10] etc. That is, when we consider such a finite automaton, we obtain one more complete invariant, in addition to the usual canonical automaton, as well as the basic and universal automata considered in our previous papers, see [11]-[15] etc. ${ }^{2}$

In the development of practical algorithms for minimizing nondeterministic finite automata, one must take into account the possible situation when the covering set of grids (blocks) ${ }^{3}$ defines an automaton (the so-called covering automaton), not being equivalent to the given one. For the first time, such an example was obtained by Kameda and Weiner, and according to their paper [17] was called Waterloo. Apparently, after that publication (1970), there were no more published similar examples in the literature, i.e., finite automata (regular languages) possessing such properties. In our terminology, the description of this example was briefly outlined in [7]; below we give a more detailed description. We call this construction a walibad (from the expression "Waterloo-like badness"), and any covering subset of the grid set that does not include all the grids is called protowalibad. The presence of walibads greatly complicates the description of practical algorithms for the state minimization of nondeterministic finite automata, and, therefore, there are problems of searching and describing such constructions, and, if possible, before applying the minimization algorithms.
This paper first shows, how to build a walibad construction automatically, based on:

- a specific concrete example of walibad, and, therefore, corresponding table of binary relation \# (see [11], [13], [15] etc.);
- automaton $K^{\#}$, defined by us on the basis of such a binary relation (such a table) in [1].
This allows to make a descriptions based on one table of the \#-relation only (the relation has to have the above property proto-walibad):

1) an exhaustive algorithm for constructing walibad;
2) an exhaustive algorithm for checking the necessary condition for such a construction for an arbitrary nondeterministic automaton;
3) a classification of all possible tables of the \#-relation (possessing this property) by the condition of the existence of the walibad-construction corresponding to this table.
[^1]This paper has the following structure. In this section, we briefly describe the used notation. In Sections III and IV, we consider the Waterloo automaton in detail, and from the point of view of the theory described in our previous works cited above. In Section $V$ we define the concepts of protowalibad, i.e., covering set of grids that do not coincide with the whole set of grids, and walibad, i.e. a proto-walibad, for which there exists a covering automaton that is not equivalent to the original automaton.
In Section VI we show how one can obtain some given automaton having the walibad property (in our case, it is the Waterloo-automaton), using an exhaustive algorithm based on the complete automaton $K^{\#}$ constructed for the corresponding regular language. In addition, in this section we formulate an assertion relating to all regular languages (and in fact represents one of the possible variants of their classification): for each regular language, one can determine whether the walibad property has at least some language with a binary relation \# coincides with this relation for the given language.
And in Section VII we show, how we can get an automaton that has a nonequivalent covering automaton using an algorithm of special "incomplete" combining the letters of automaton $K^{\#}$. Apparently, the result of this section is the most important for developing practical minimization algorithms: in other words, in Section VII we show that in practice the desired result (i.e., the presence of walibad) can often be obtained much faster, i.e., long before the end of the work of some exhaustive algorithm.
In Conclusion, we formulate some possible directions for further work.

## II. Preliminaries

The notations used in our paper will be described very briefly: almost all the necessary notations and the results of our previous work needed for this paper were considered detailed in [1], and before in [11], [13], [15]. We shall consider nondeterministic finite automaton

$$
\begin{equation*}
K=(Q, \Sigma, \delta, S, F) \tag{1}
\end{equation*}
$$

without $\varepsilon$-edges, i.e., we shall consider the transition function $\delta$ of automaton (1) as

$$
\delta: Q \times \Sigma \rightarrow \mathcal{P}(Q)
$$

Some edge $\delta(q, a) \ni r$ will usually by written as

$$
q \xrightarrow[\delta]{\stackrel{a}{\longrightarrow}} r,
$$

or, if it will not cause misunderstandings, simply as $q \xrightarrow{a} r$. The language defined by automaton $K$ will be defined as $\mathcal{L}(K)$.
The canonical automaton for some regular language $L$ will be defined as $\widetilde{L}$, besides canonical automata for $L$ and its mirror image $L^{R}$ will be the following ones:

$$
\widetilde{L}=\left(Q_{\pi}, \Sigma, \delta_{\pi},\left\{s_{\pi}\right\}, F_{\pi}\right)
$$

and

$$
\widetilde{L^{R}}=\left(Q_{\rho}, \Sigma, \delta_{\rho},\left\{s_{\rho}\right\}, F_{\rho}\right)
$$

Binary relation $\# \subseteq Q_{\pi} \times Q_{\rho}$ is defined for the pairs of states of automata $\widetilde{\widetilde{L}}$ and $\widetilde{L^{R}}$ in the following way: $A \# X$ if and only if

$$
(\exists u v \in L)\left(u \in \mathcal{L}_{\widetilde{L}}^{i n}(A), v^{R} \in \mathcal{L}_{L^{R}}^{i n}(X)\right)
$$

The state-marking function $\varphi_{K}^{i n}: Q \rightarrow \mathcal{P}\left(Q_{\pi}\right)$ is defined in the following way:

$$
\varphi_{K}^{i n}(q) \ni \widetilde{q} \quad \text { if and only if } \quad \mathcal{L}_{K}^{i n}(q) \cap \mathcal{L}_{\widetilde{L}}^{i n}(\widetilde{q}) \neq \varnothing
$$

And the state-marking function

$$
\varphi_{K}^{\text {out }}: Q \rightarrow \mathcal{P}\left(Q_{\rho}\right)
$$

is defined similarly for automata $K^{R}$ (the mirror automaton for $K$ ) and $\widetilde{L^{R}}$.

Here, we will not determine in detail the basis automaton $\mathcal{B A}(L)$ and the universal automaton $\mathcal{C O M}(L)$, see [1], [11]. We note only the necessary condition of the existence of transition $\mathcal{B}_{1} \xrightarrow[\delta_{Q}]{a} \mathcal{B}_{2}$ of automaton $\operatorname{COM}(L)$ (i.e., the transition from the state $\mathcal{B}_{1}$ in the state $\mathcal{B}_{2}$ of automaton $\operatorname{COM}(L)$ labeled by the letter $a \in \Sigma$; see also [16, Def. 2]):

$$
\begin{gather*}
\quad\left(\forall p \in \alpha\left(\mathcal{B}_{1}\right)\right)\left(\delta_{\pi}(p, a) \in \alpha\left(\mathcal{B}_{2}\right)\right)  \tag{2}\\
\& \quad\left(\forall r \in \beta\left(\mathcal{B}_{2}\right)\right)\left(\delta_{\rho}(r, a) \in \beta\left(\mathcal{B}_{1}\right)\right) . \tag{3}
\end{gather*}
$$

(Based on these conditions, we construct all the transitions of automaton $\operatorname{COM}(L)$. The conditions for input and output states are less important for this paper; if necessary, see them in our papers cited before.)

## III. Consideration of automaton Waterloo ACCORDING TO OUR TERMINOLOGY

In this section we will consider a detailed example, i.e., Waterloo automaton. We can consider this example to be a continuation of the series of examples discussed in [11], but, more importantly, this example also demonstrates the possibility of the following situation.

## There exists the language and a covered automaton for it $\square_{\square}^{4}$ such that this automaton does not define the given language.

Thus, let us consider automaton Waterloo, see Fig. 1.


Fig. 1
This automaton is deterministic. Moreover, it does not contain equivalent states; then for its language, it is the canonical automaton; then we can denote this automaton by $\widetilde{L}$. It is convenient to consider it in the following Tab. 1. Let

[^2]us remark that since its determinism, we can consider each cell of this table by both state and also by the set of states; such sets can contain more than 1 element.

| Tab. 1 |  |  |  | Tab. 2 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\widetilde{L}$ |  | $a$ | $b$ | $(\widetilde{L})^{R}$ |  | $a$ | $b$ |
| $\rightarrow$ | A | $E$ | - | $\leftarrow$ | $A$ | $G, H$ | - |
|  | $B$ | $F$ | - |  | $B$ | $F$ | C |
|  | $C$ | $G$ | $B$ |  | C | $D, E$ | - |
|  | D | $C$ | $H$ |  | $D$ | - | $F, G$ |
| $\leftarrow$ | $E$ | $C$ | $H$ | $\rightarrow$ | $E$ | A | - |
| $\leftarrow$ | $F$ | $B$ | $D$ | $\rightarrow$ | $F$ | $B$ | - |
|  | $G$ | $A$ | $D$ |  | $G$ | $C$ | - |
|  | $H$ | A | - |  | $H$ | - | $D, E$ |

For obtaining automaton $\widetilde{L^{R}}$, it is convenient to use the procedure of determinization of automaton $(\widetilde{L})^{R}$. Automaton $(\widetilde{L})^{R}$ is shown on Table 2; it is not a deterministic one, then we have to consider each cell of this table be the set of states.
Let us determinate automaton $(\widetilde{L})^{R}$. We begin to consider the only its input state; it is convenient to denote it by $E, F$ (similarly we will do below). This input state corresponds to the set $\{E, F\}$, and, therefore, can be obtained by combining states $E$ and $F$ of automaton $(\widetilde{L})^{R}$. Then the set (or the state) $A, B$ appears, therefore we include the corresponding string in the built automaton; etc. The final states are ones "containing" the only final state $A$ of automaton $(\widetilde{L})^{R} ;{ }^{5}$ they are $\{A\}$ and $\{A, B\}$, and we will denote them $A$ and $A, B$ respectively.

Tab. 3

|  |  | $a$ |
| :---: | :---: | :---: |
| $\rightarrow$ | $E, F$ | $A, B$ |
|  | - |  |
| $\leftarrow$ | $A, B$ | $F, G, H$ |
| $F, G, H$ | $B, C$ | $C, E$ |
| $C$ | $D, E$ | - |
| $B, C$ | $D, E, F$ | $C$ |
| $D, E$ | $A$ | $F, G$ |
| $D, E, F$ | $A, B$ | $F, G$ |
| $A$ | $G, H$ | - |
| $\leftarrow$ | $B, C$ | - |
| $F, G$ | $C$ | $D, E$ |
| $G, H$ |  |  |

Tab. 4

|  | $\widetilde{L^{R}}$ | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
| $\rightarrow$ | $X$ | $Y$ | - |
| $\leftarrow$ | $Y$ | $Z$ | $U$ |
|  | $Z$ | $V$ | $W$ |
| $U$ | $W$ | - |  |
|  | $P$ | $P$ | $U$ |
| $W$ | $Q$ | $R$ |  |
| $P$ | $Y$ | $R$ |  |
| $\leftarrow$ | $Q$ | $S$ | - |
| $R$ | $V$ | - |  |
| $S$ | $U$ | $W$ |  |

Thus, the complete Table 3 of corresponding deterministic automaton consists of 10 states, including the "old" states $A$ and $C$ (for convenience, we have regularized states in order of their "appearance"). Making the usual renaming states, we obtain Table 4. Evidently, the last automaton does not contain equivalent states, then we can consider it as the canonical automaton and denote it by $\widetilde{L^{R}}$. And using the renaming states we also obtain the following Table 5 for binary relation $\#{ }^{6}$.

Tab. 5

|  | $X$ | $Y$ | $Z$ | $U$ | $V$ | $W$ | $P$ | $Q$ | $R$ | $S$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A$ |  | $\#$ |  |  |  |  |  | $\#$ |  |  |
| $B$ |  | $\#$ |  |  | $\#$ |  |  |  |  |  |
| $C$ |  |  |  | $\#$ | $\#$ |  |  |  |  |  |
| $D$ |  |  |  |  |  | $\#$ | $\#$ |  |  |  |
| $E$ | $\#$ |  |  |  |  | $\#$ | $\#$ |  |  |  |
| $F$ | $\#$ |  | $\#$ |  |  |  | $\#$ |  | $\#$ |  |
| $G$ |  |  | $\#$ |  |  |  |  |  | $\#$ | $\#$ |
| $H$ |  |  | $\#$ |  |  |  |  |  |  | $\#$ |

[^3]Using this table, we obtain the following 14 grids ${ }^{7}$

| (g1) | $\{A\} \times\{Y, Q\}$ | (g2) | $\{A, B\} \times\{Y\}$ |
| :--- | :--- | :--- | :--- |
| (g3) | $\{B\} \times\{,\{, V\}$ | (g4) | $\{B, C\} \times\{V\}$ |
| (g5) | $\{C\} \times\{U, V\}$ | (g6) | $\{D, E\} \times\{W, P\}$ |
| (g7) | $\{E\} \times\{X, W, P\}$ | (g8) | $\{E, F\} \times\{X, P\}$ |
| (g9) | $\{F\} \times\{X, Z, P, R\}$ | (g10) | $\{F, G\} \times\{Z, R\}$ |
| (g11) | $\{G\} \times\{Z, R, S\}$ | (g12) | $\{G, H\} \times\{Z, S\}$ |
| (g13) | $\{F, G, H\} \times\{Z\}$ | (g14) | $\{D, E, F\} \times\{P\}$ |

Below, we shall use these numbers of grids (states), sometimes without letter " g " and sometimes without round brackets; like [1], this will not cause discrepancies, from the context it will always be possible to distinguish the grid from the formula. We shall use them for both automaton $\operatorname{COM}(L)$ and the covering automaton (below, we shall consider the only such one).
Below, we shall use these numbers of grids (states), sometimes without letter " g " and sometimes without round brackets; like [1], this will not cause discrepancies, from the context it will always be possible to distinguish the grid from the formula. We use them for both automaton $\mathcal{C O M}(L)$ and the covering automaton (we shall consider the only such one).
Thus, let us construct automaton $\operatorname{COM}(L)$ using obtained set of grids. For this constructing, let us make Tables 6 and 7 for both the letters of considering alphabet. In both following tables:

- strings (see column " $q$ ") are marked by the states of automaton $\operatorname{COM}(L)$;
- " $\delta_{Q}$ " (values of transition functions) is obtained using combining values $\delta_{Q}(q, a)$ (or $\delta_{Q}(q, b)$ for the second table) for the set of states marking the considered string;
- " $\alpha$-candidates" are the states, which satisfy condition (2): ${ }^{8}$ here, grid $\mathcal{B}_{1}$ is the label of corresponding string, and $\mathcal{B}_{2}$ is the label of corresponding column; for instance, we write 10 in the string labeled by 3 (on Table 6), because grid 3 (i.e., $\mathcal{B}_{1}=\{B\} \times\{Y, V\}$ ) and grid 10 (i.e., $\left.\mathcal{B}_{2}=\{F, G\} \times\{Z, R\}\right)$ satisfy condition (2);
- "transitions" are results, i.e., in the considered column of automaton $\operatorname{COM}(L)$, we write all the states satisfying both the conditions (2), (3).

Tab. 6 (for $a$ )

| $q$ | $\alpha(q)$ | $\beta(q)$ | $\delta_{Q}$ | $\alpha$-candidates | transitions |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\rightarrow 1$ | $A$ | $Y, Q$ | $E$ | $6,7,8,14$ | $6,7,8,14$ |
| $\rightarrow 2$ | $A, B$ | $Y$ | $E, F$ | 8,14 | 8,14 |
| 3 | $B$ | $Y, V$ | $F$ | $8,9,10,13,14$ | $8,9,10,13,14$ |
| 4 | $B, C$ | $V$ | $F, G$ | 10,13 | 10,13 |
| 5 | $C$ | $U, V$ | $G$ | $10,11,12,13$ | $10,11,12,13$ |
| 6 | $D, E$ | $W, P$ | $C$ | 4,5 | 4,5 |
| $\leftarrow 7$ | $E$ | $X, W, P$ | $C$ | 4,5 | 4,5 |
| $\leftarrow 8$ | $E, F$ | $X, P$ | $B, C$ | 4 | 4 |
| $\leftarrow 9$ | $F$ | $X, Z, P, R$ | $B$ | $2,3,4$ | $2,3,4$ |
| 10 | $F, G$ | $Z, R$ | $A, B$ | 2 | 2 |
| 11 | $G$ | $Z, R, S$ | $A$ | 1,2 | 1,2 |
| 12 | $G, H$ | $Z, S$ | $A$ | 1,2 | 1,2 |
| 13 | $F, G, H$ | $Z$ | $A, B$ | 2 | 2 |
| 14 | $D, E, F$ | $P$ | $B, C$ | 4 | 4 |

Let us remark, that two last columns on Table 6 coincide; however, for Table 7 (we construct it similarly for letter $b$ ) such a fact is false:

[^4]Tab. 7 (for $b$ )

| $q$ | $\alpha(q)$ | $\beta(q)$ | $\delta_{Q}$ | $\alpha$-candidates | transitions |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\rightarrow 1$ | $A$ | $Y, Q$ | - | - | - |
| $\rightarrow 2$ | $A, B$ | $Y$ | - | - | - |
| 3 | $B$ | $Y, V$ | - | - | - |
| 4 | $B, C$ | $V$ | $B$ | $2,3,4$ | - |
| 5 | $C$ | $U, V$ | $B$ | $2,3,4$ | $2,3,4$ |
| 6 | $D, E$ | $W, P$ | $H$ | 12,13 | 12,13 |
| $\leftarrow 7$ | $E$ | $X, W, P$ | $H$ | 12,13 | 12,13 |
| $\leftarrow 8$ | $E, F$ | $X, P$ | $D, H$ | - | - |
| $\leftarrow 9$ | $F$ | $X, Z, P, R$ | $D$ | 6,14 | 6,14 |
| 10 | $F, G$ | $Z, R$ | $D$ | 6,14 | 6,14 |
| 11 | $G$ | $Z, R, S$ | $D$ | 6,14 | 6,14 |
| 12 | $G, H$ | $Z, S$ | $D$ | 6,14 | - |
| 13 | $F, G, H$ | $Z$ | $D$ | 6,14 | - |
| 14 | $D, E, F$ | $P$ | $D, H$ | - | - |

Combining two last tables, we obtain automaton $\operatorname{COM}(L)$, which is given on Table 8:

Tab. 8

| $\operatorname{COM}(L)$ |  | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
| $\rightarrow$ | 1 | $6,7,8,14$ | - |
| $\rightarrow$ | 2 | 8,14 | - |
|  | 3 | $8,9,10,13,14$ | - |
|  | 4 | 10,13 | - |
|  | 5 | $10,11,12,13$ | $2,3,4$ |
|  | 6 | 4,5 | 12,13 |
| $\leftarrow$ | 7 | 4,5 | 12,13 |
| $\leftarrow$ | 8 | 4 | - |
| $\leftarrow$ | 9 | $2,3,4$ | 6,14 |
|  | 2 | 6,14 |  |
|  | 11 | 1,2 | 6,14 |
|  | 12 | 1,2 | - |
|  | 2 | - |  |
|  | 13 | 4 | - |

And Table 9 demonstrates the process of determinization of automaton $\operatorname{COM}(L)$; it can be also used for obtaining functions $\varphi^{\text {in }}$ and $\varphi^{\text {out }}$ of the considered language.

Tab. 9

|  |  | $a$ |
| :---: | :---: | :---: |
|  | $b, 7,8,14$ | - |
|  | 1,2 | 4,5 |
|  | 12,13 |  |
| 4,5 | $10,11,12,13$ | $2,3,4$ |
| 12,13 | 1,2 | - |
| $10,11,12,13$ | 1,2 | 6,14 |
| $2,3,4$ | $8,9,10,13,14$ | - |
|  | 4,5 | 12,13 |
|  | 6,14 | $2,3,4$ |
| $\leftarrow \quad 8,9,10,13,14$ | 6,14 |  |

The last automaton is equivalent to the given one; we can obtain the given automaton (Fig. 1), renaming states ${ }^{9}$ in the following way:

$$
\begin{gathered}
\{1,2\}=A, \quad\{2,3,4\}=B \\
\{4,5\}=C, \quad\{6,14\}=D \\
\{6,7,8,14\}=E, \quad\{8,9,10,13,14\}=F, \\
\{10,11,12,13\}=G, \quad\{12,13\}=H
\end{gathered}
$$

Below, we shall also use the basis automaton for this language; we consider only the table of its transition function, without detailed algorithm of its construction. Thus, $\mathcal{B A}(L)$ can be described in the following way, see Tab. 10. ${ }^{10}$

[^5]Tab. 10

| $\mathcal{B A}(L)$ | $a$ | $b$ |
| :---: | :---: | :---: |
| $\rightarrow A \# Y$ | $E \# X, E \# P$ | - |
| $\rightarrow A \# Q$ | $E \# W$ | - |
| $B \# Y$ | $F \# X, F \# P$ | - |
| $B \# V$ | $F \# Z, F \# R$ | - |
| $C \# U$ | $G \# S$ | $B \# Y, B \# V$ |
| $C \# V$ | $G \# Z, G \# R$ | - |
| $D \# W$ | $C \# U$ | $H \# Z, H \# S$ |
| $D \# P$ | $C \# V$ | - |
| $E \# X$ | - | - |
| $E \# W$ | $C \# U$ | $H \# Z, H \# S$ |
| $E \# P$ | $C \# V$ | - |
| $F \# X$ | - | - |
| $\leftarrow \# Z$ | $B \# Y$ | - |
| $F \# P$ | $B \# V$ | - |
| $F \# R$ | - | $D \# W, D \# P$ |
| $G \# Z$ | $A \# Y$ | - |
| $G \# R$ | - | $D \# W, D \# P$ |
| $G \# S$ | $A \# Q$ | - |
| $H \# Z$ | $A \# Y$ | - |
| $H \# S$ | $A \# Q$ | - |
|  |  |  |
| $F$ |  |  |

Remark that we obtain the loop

$$
\begin{equation*}
B \# Y \xrightarrow{a} F \# P \xrightarrow{a} B \# V \xrightarrow{a} F \# Z \xrightarrow{a} B \# Y ; \tag{4}
\end{equation*}
$$

we shall use this fact below.

## IV. Automaton Waterloo

## AND AN NONEQUIVALENT COVERING AUTOMATON

Let us now show the existence of automaton, for which:

- its states have marking functions $\varphi^{\text {in }}$ and $\varphi^{\text {out }}$ covering all the elements of considered relation $\# ;{ }^{11}$
- there exist all the possible transitions; in other words, we choose all the transitions of automaton $\operatorname{COM}(L)$ (i.e., the transitions satisfying both the conditions (2), (3); ; $12_{12}$
- however, its language is not equal to $L$ (i.e., language of the given automaton).
For this thing, we consider grids corresponding the following states of automaton $\operatorname{COM}(L)$ :

$$
\mathrm{g} 1, \mathrm{~g} 3, \mathrm{~g} 5, \mathrm{~g} 6, \mathrm{~g} 8, \mathrm{~g} 10, \mathrm{~g} 12,
$$

or, simply,

$$
\begin{equation*}
1,3,5,6,8,10,12 \tag{5}
\end{equation*}
$$

evidently, that all the 20 elements of relation \# (Tab. 5) are covered by these states. ${ }^{13}$

Constructing all the possible transitions (i.e., transitions satisfying (2), (3), we obtain automaton of Table 11. ${ }^{14}$

[^6]The determinization of this automaton gives automaton of Table 12.

| Tab. 11 |  |  |  | Tab. 12 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $a$ | $b$ |  |  | $a$ | $b$ |
| $\rightarrow$ | 1 | 6,8 |  | $\rightarrow$ | 1 | 6, 8 | - |
|  | 3 |  | - |  | 6, 8 | 5 | 12 |
|  | 5 |  | - |  | 5 | 10, 12 | 3 |
|  |  | 10,12 | 12 |  | 12 | 1 | - |
|  | 6 | 5 | 12 |  | 10, 12 | 1 | 6 |
| $\leftarrow$ | 8 10 | - | 6 |  | 3 | 8,10 | - |
|  | 10 | - | 6 |  | 6 | 5 | 12 |
|  | 12 | 1 | - | $\leftarrow$ | 8,10 | - | 6 |

After that, we rename states in the following "natural" way:

$$
\begin{aligned}
\{1\}=A, \quad\{3\}=B, \quad\{5\}=C, \quad\{6\}=D \\
\{6,8\}=E, \quad\{8,10\}=F, \quad\{10,12\}=G, \quad\{12\}=H
\end{aligned}
$$

This renaming gives automaton of Table 13:

|  |  | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
|  | $A$ | E | - |
|  | $B$ | $F$ | - |
|  | C | $G$ | $B$ |
|  | D | $C$ | H |
| $\leftarrow$ | E | C | $H$ |
| $\leftarrow$ | $F$ | - | $D$ |
|  | $G$ | A | D |
|  | $H$ | A | - |

Evidently, it is nonequivalent to the given one, because it state $F$ do not contain $a$-transition, and all other transitions, inputs and outputs coincide with the same objects of the given automaton (Tab. 1).

## V. Proto-walibads and walibads

In this section we consider the strict definitions of protowalibads and walibads.
Definition 1: Any covering subset of a set of grids that includes not all grids (and also the corresponding covering automaton) will be called having the property of protowalibad (or simply proto-walibad). $\square$
Example 1: Consider the following table of relation \#: Tab. 14

|  | $X$ | $Y$ | $Z$ |
| :---: | :---: | :---: | :---: |
| $A$ | $\#$ | $\#$ |  |
| $B$ | $\#$ | $\#$ | $\#$ |
| $C$ |  | $\#$ | $\#$ |

For this relation, we have the following grids:
(g1)
$\{A, B\} \times\{X, Y\}$
(g2) $\quad\{B, C\} \times\{Y, Z\}$
(g3) $\quad\{B\} \times\{X, Y, Z\}$
(g4) $\{A, B, C\} \times\{Y\}$

A proto-walibad is the set consisting of grids (g1) and (g2). ${ }^{15} \square$
Definition 2: If for the given regular language (or for the given finite automaton) there exists a proto-walibad, for

[^7]which the corresponding covering automaton is not equivalent to the given automaton, then the given language (the given automaton) is called walibad. ${ }^{16} \square$

Remark that automaton Waterloo satisfies this definition (see Sections III and IV). However we can show, that considering language of Example 1 we can show that there exists no walibads having the table of relation \# (i.e., there exist proto-walibads which are not walibads). For instance, this fact can be shown by brute force algorithm which may be implemented using the remainder of this paper. However, we shall not consider this example in more details. And, of course, there are regular languages that do not have the property proto-walibad; the simplest example is the language which can be defined by regular expression

$$
(a+a b+b a)^{*}
$$

## VI. Construction of walibads using relation \#

In this section we shall show, how we can get a walibad (in particular, the Waterloo automaton) in an exhaustive way based on the complete automaton $K^{\#}$ and the theory given in [1] (that is, actually, based on the binary relation \# only). It is important to note that in this section, the constructions are carried out for some already known walibad.
Remark that the language of its automaton $L^{\#}$ includes 80 letters (i.e., the table of transition of automaton $K^{\#}$ for language Waterloo includes 80 columns), this is a lot for detailed consideration. Therefore, unlike [1], we do not give the entire table in this paper, we shall consider the used letters only. Moreover, unlike [1], the edges and letters of the alphabet $\Sigma^{\#}$, corresponding to the different letters of the source language (i.e., to $a$ and $b$ ), we shall give more details in different tables.

Thus, consider automaton Waterloo once again. Let us write out from the table of the automaton $K^{\#}$ all the columns with marks corresponding to the letter $a$ (they are painted in Tab. 15, 15', like [1]):

Tab. 15

|  | ${\underset{Y}{e}}^{E}$ | $Y_{Y}^{F}$ | $Z^{A}$ | ${\underset{Z}{B}}^{B}$ | $U^{G}$ | $V^{F}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rightarrow A$ | $E$ | $F$ |  |  |  |  |
| $B$ | $E$ | $F$ |  |  |  | $F$ |
| $C$ |  |  |  |  | $G$ | $F$ |
| $D$ |  |  |  |  |  |  |
| $\leftarrow E$ |  |  |  |  |  |  |
| $\leftarrow F$ |  |  | $A$ | $B$ |  |  |
| $G$ |  |  | $A$ | $B$ |  |  |
| $H$ |  |  | $A$ | $B$ |  |  |

Tab. 15 ${ }^{\prime}$

|  | $V_{V}^{G}$ | $W_{W}^{C}$ | ${ }_{P}^{B}$ | ${ }_{P}^{C}$ | $Q^{E}$ | $S_{S}^{A}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rightarrow A$ |  |  |  |  | $E$ |  |
| $B$ | $G$ |  |  |  |  |  |
| $C$ |  |  |  |  |  |  |
| $D$ |  | $C$ | $B$ | $C$ |  |  |
| $\leftarrow E$ |  | $C$ | $B$ | $C$ |  |  |
| $\leftarrow F$ |  |  | $B$ | $C$ |  |  |
| $G$ |  |  |  |  |  | $A$ |
| $H$ |  |  |  |  |  | $A$ |

Let us remark, that for each row of the obtained table, all the painted cells have the same value; besides, their value is the value of transition function of canonical automaton (see before). Then we can combine all corresponding columns

[^8]of the obtained table by the brute force algorithm while the process of obtaining a walibad, "absorbing" unmarked cells by marked ones; see Tab. 16 for letter $a$ :

| Tab. 16 |  |
| :---: | :---: |
|  | $K^{\#}$ |
| $\rightarrow$ | $A$ |
|  | $E$ |
| $B$ | $F$ |
| $C$ | $G$ |
| $D$ | $C$ |
| $\leftarrow$ | $E$ |
| $C$ | $C$ |
| $\leftarrow$ | $F$ |
| $G$ | $A$ |
| $H$ | $A$ |

Similarly we use the given letter $b$ (see Tab. 17 and Tab. 18 below). Thus, combining tables for letters $a$ and $b$, we obtain transition function for (canonical) automaton Waterloo (compare Tab. 1).

Tab. 17
Tab. 18

|  | $U_{U}^{B}$ | $W^{H}$ | ${ }_{R}^{D}$ |
| :---: | :---: | :---: | :---: |
| $\rightarrow A$ |  |  |  |
| $B$ |  |  |  |
| $C$ | $B$ |  |  |
| $D$ |  | $H$ |  |
| $\leftarrow E$ |  | $H$ |  |
| $\leftarrow F$ |  |  | $D$ |
| $G$ |  |  | $D$ |
| $H$ |  |  |  |


| $K^{\#}$ |  | $b$ |
| :---: | :---: | :---: |
| $\rightarrow$ | $A$ | - |
|  | $B$ | - |
|  | $C$ | $B$ |
|  | $D$ | $H$ |
| $\leftarrow$ | $E$ | $H$ |
| $\leftarrow$ | $F$ | $D$ |
|  | $G$ | $D$ |
|  | $H$ | - |

Evidently, the same automaton can be obtained by the brute force algorithm, even not knowing corresponding basis automaton. To do this, we "only" need:

- to sort through all the possible sets of markers of cells (i.e., edges) of automaton $K^{\#}$;
- for each of these sets, to construct the combined columns of the transition matrix;
- to obtain the original automaton Waterloo after such combining.
Thus, using the example of the automaton Waterloo, we demonstrated the possibility of a simple proof of the following statement.

Proposition 1: If for some given table of a binary relation \#, there exists an automaton for which the some its covering automaton is not equivalent to the given one, then this given automaton can be obtained in an exhaustive way on the basis of automaton $K^{\#}$ and some transformation of this automaton, performed on the basis of the sequence of transformations described in [1, Prop. 4]:

1) building "starting" automaton $K^{\#}$;
2) deleting some its edges;
3) renaming some edges (i.e., changing their marking letters) - perhaps, marking some edges by different new letters;
4) renaming marks of some edges by possible marking some existing different edges by one new letter. $\square$
A strict proof is constructed in an obvious way similarly to the process described in this section, with the replacement of a specific automaton (language) by an arbitrary one. ${ }^{[17]}$ It can also be said that this statement follows from the material of [1].
${ }^{17}$ Of course, when speaking of a specific automaton (regular language) we mean both Waterloo and some other automaton (language) that has the same properties. However, other examples (except Waterloo) are not known to us (except for the language we obtained below on the basis of the same automaton Waterloo).

And the following statement (the corollary of the previous one) can be considered as belonging to all the regular languages: for each of them, we can determine whether at least one regular language possessing the given binary relation \# has the walibad property.

Proposition 2: For some given binary relation \#, which has the proto-walibad property, there is an exhaustive algorithm, described on the basis of combining the arcs of automaton $K^{\#}$, determining whether there is a walibad having the given binary relation. $\square$

## VII. AN EXAMPLE OF INCOMPLETE COMBINING TRANSITIONS OF A COMPLETE AUTOMATON

In this section, we show by example that to answer the question whether some proto-walibad is walibad, we can not even combine the states of a complete automaton before ${ }^{18}$ the given automaton is received, i.e., before we obtain the automaton, about whom it is known in advance that it is a walibad. We already noted in Introduction that we consider the result of this section to be the most important for the development of practical minimization algorithms, because it is very useful in the process of vertex minimization of the automaton to know in advance whether the minimized language (automaton) is walibad. Moreover, in the example we will consider the same language: Waterloo.

Consider Tab. 5 once again. There was already mentioned, that we show in the table only a subset of letters for automaton $K^{\#}$. (The full table consists of 80 letters.) It is very important to remark the following thing: although the considered table of \# is also such a table for the language Waterloo, but it is possible to show, that automaton $K^{\#}$ has no walibad property. ${ }^{19}$ (However, it certainly has the protowalibad property.)
Thus, let us consider the following Tab. 19, 19', which can be obtained combining Tab. 15, $15^{\prime}$ and 17 :

| Tab. 19 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $a$ | $a$ | $a$ | $a$ | $b$ | $a$ | $a$ | $a$ |  |
|  | $E$ | $F$ | $A$ | ${ }^{B}$ | ${ }^{B}$ | $U^{G}$ | ${ }^{F}$ | $G$ |  |
| $\rightarrow A$ | $E$ | $F$ |  |  | $Z^{G}$ | $V^{\prime}$ |  |  |  |
| $B$ | $E$ | $F$ |  |  |  |  | $F$ | $G$ |  |
| $C$ |  |  |  |  | $B$ | $G$ | $F$ | $G$ |  |
| $D$ |  |  |  |  |  |  |  |  |  |
| $\leftarrow E$ |  |  |  |  |  |  |  |  |  |
| $\leftarrow F$ |  |  | $A$ | $B$ |  |  |  |  |  |
| $G$ |  |  | $A$ | $B$ |  |  |  |  |  |
| $H$ |  |  | $A$ | $B$ |  |  |  |  |  |

Tab. $19^{\prime}$

|  | $a$ | $b$ | $a$ | $a$ | $a$ | $b$ | $a$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $C$ | $H$ | ${ }_{P}^{B}$ | ${ }_{P}^{C}$ | ${ }^{E}$ | $D$ | ${ }^{\prime}$ |
|  |  | ${ }_{S}$ |  |  |  |  |  |
| $\rightarrow A$ |  |  |  |  | $E$ |  |  |
| $B$ |  |  |  |  |  |  |  |
| $C$ |  |  |  |  |  |  |  |
| $D$ | $C$ | $H$ | $B$ | $C$ |  |  |  |
| $\leftarrow E$ | $C$ | $H$ | $B$ | $C$ |  |  |  |
| $\leftarrow F$ |  |  | $B$ | $C$ |  | $D$ |  |
| $G$ |  |  |  |  |  | $D$ | $A$ |
| $H$ |  |  |  |  |  |  | $A$ |

Thus, in Table 19, $19^{\prime}$, we have given only the letters of the automaton $K^{\#}$ constructed for the Waterloo language, which are necessary for the following construction. We gave these

[^9]letters (according to definition of [1, Sect.V], these letters, but not only they, belong to alphabet $\Sigma_{\#}$ ) in the convenient order, i.e., in the order given of [1, Sect.V].
Let us consider some more comments to Table 19, 19'. As we already said, we continue to consider automaton $K^{\#}$ for binary relation \# of automaton Waterloo, and 30 edges of its basis automaton (Tab.,10) corresponds to 15 edges of automaton (columns of of Tab. 19, 19'), i.e., 15 its letters. In the first line, we show the letter of corresponding edge of automaton Waterloo by its transition function of Tab. 1. In the second line, we show double subscript of corresponding letter of automaton $K^{\#}$, see some details of such construction in [1, Sect.V]. Initial state $(A)$ and final states $(E$ and $F$ ) of automaton of this table also correspond to initial and final states of the canonical automaton for language Waterloo. In 15 chosen columns of automaton $K^{\#}$, we painted cells (transitions) corresponding to transitions of the basis automaton. The number of painted cells is less than 30: for example, the left top cell of this table corresponds 2 transitions of the basis automaton, namely
$$
A \# Y \xrightarrow{a} E \# X \quad \text { and } \quad A \# Y \xrightarrow{a} E \# P .
$$

Now, we shall make one of possible variant of combining some columns (as we said in [1] Sect.VII], we use a special version of the combination of letters (i.e., we "absorb" unmarked cells by marked ones). Namely, our algorithm gives the positive result by the following variant of combining columns (i.e., letters of alphabet of automaton $K^{\#}$ ):

- columns marked ${ }_{Z}^{B},{ }_{W}^{C},{ }_{P}^{B},{ }_{P}^{C}$ and ${ }_{S}^{A}$ are combining together (remark that we have no other painted cells in these columns);
- and each other column is not used for combining. In such a way, we obtain the following automaton:

$$
\text { Tab. } 20
$$

|  | $a$ | $b$ | $c$ | $d$ | $e$ | $f$ | $g$ | $h$ | $i$ | $j$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rightarrow A$ | $E$ | $F$ |  |  |  |  |  |  |  | $E$ |  |
| $B$ | $E$ | $F$ |  |  |  |  | $F$ | $G$ |  |  |  |
| $C$ |  |  |  |  | $B$ | $G$ | $F$ | $G$ |  |  |  |
| $D$ |  |  |  | $C$ |  |  |  |  | $H$ |  |  |
| $\leftarrow E$ |  |  |  | $C$ |  |  |  |  | $H$ |  |  |
| $\leftarrow F$ |  |  | $A$ | $B$ |  |  |  |  |  |  | $D$ |
| $G$ |  |  | $A$ | $A$ |  |  |  |  |  |  | $D$ |
| $H$ |  |  | $A$ | $A$ |  |  |  |  |  |  |  |

(We re-denoted 11 letters of used alphabet by $a, b, \ldots, k$.) Thus, since now, we shall consider the last automaton as the given one.

We omit the process of its determinization; its obtaining table of relation \# (denoting obtained states of canonical automaton for mirror language $L^{R}$ in the same way, as we did for Tab. 4) coincides with the original relation \# considered before.

After constructing next objects (which are similar to objects constructed in Section [II], see also [13], [20]) we obtain the following universal automaton $\operatorname{COM}(L)$, see Tab. 21, 21' below. ${ }^{20}$ Let us remark, that the values of its state-marking functions $\varphi^{i n}$ and $\varphi^{o u t}$ (which are given in the first column together with numbers used for names of states) also coincides with numbers used in Section III As before, we omit the symbols of sets (the braces): for instance, we write $Y Q$

[^10]and 67814 instead of $\{Y, Q\}$ and $\{6,7,8,14\}$ respectively. The equivalence of the last and the given automata could be proved in the usual way.

Tab. 21

| $\operatorname{COM}(L)$ | $a$ | $b$ | c | $d$ | $e$ | $f$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rightarrow$ (1) | 6 <br> 8 <br> 8 <br> 14 | $\begin{aligned} & 8910 \\ & 1314 \end{aligned}$ |  |  |  |  |
| $\rightarrow$ (2) | $\begin{array}{ll} 67 \\ 8 \quad 14 \end{array}$ | $\begin{array}{ll} 89 & 10 \\ 13 & 14 \end{array}$ |  |  |  |  |
| (3) | $\begin{array}{cc} 67 \\ 814 \\ 814 \end{array}$ | $\begin{aligned} & 8910 \\ & 1314 \end{aligned}$ |  |  |  |  |
| (4) |  |  |  |  |  |  |
| (5) |  |  |  |  | 234 | $\begin{array}{ll}10 & 11 \\ 12 & 13\end{array}$ |
| (6) |  |  |  | 45 |  |  |
| $\leftarrow(7)$ |  |  |  | 45 |  |  |
| $\leftarrow$ (8) |  |  |  | 4 |  |  |
| $\leftarrow$ (9) |  |  | 12 | 234 |  |  |
| (10) |  |  | 12 | 2 |  |  |
| (11) |  |  | 12 | 12 |  |  |
| (12) |  |  | 12 | 12 |  |  |
| (13) |  |  | 12 | 2 |  |  |
| (14) |  |  |  | 4 |  |  |

Tab. $21^{\prime}$

| $C O M(L)$ | $g$ | $h$ | $i$ | $j$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\rightarrow(1)$ |  |  |  | $\begin{array}{c}6 \\ 8\end{array} 1^{7}$ |  |$]$

Using obtained universal automaton, we construct the following covered automaton, choosing the subset of the set of grids of universal automaton $\{1,3,5,6,8,10,12\}$ (similarly to Section IV):

Tab. 22

|  | $a$ | $b$ | $c$ | $d$ | $e$ | $f$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rightarrow(1) A \times Y Q$ | 68 | 810 |  |  |  |  |
| $(3) B \times Y V$ | 68 | 810 |  |  |  |  |
| $(5) C \times U V$ |  |  |  |  | 3 | 1012 |
| $(6) D E \times W P$ |  |  |  | 5 |  |  |
| $\leftarrow(8) E F \times X P$ |  |  |  |  |  |  |
| $(10) F G \times Z R$ |  |  | 1 |  |  |  |
| $(12) G H \times Z S$ |  |  | 1 | 1 |  |  |

## Tab. $22^{\prime}$

|  | $g$ | $h$ | $i$ | $j$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\rightarrow(1) A \times Y Q$ |  |  |  | 68 |  |
| $(3) B \times Y V$ | 810 | 10 |  |  |  |
| $(5) C \times U V$ | 810 | 1012 |  |  |  |
| $(6) D E \times W P$ |  |  | 12 |  |  |
| $\leftarrow(8) E F \times X P$ |  |  |  |  |  |
| $(10) F G \times Z R$ |  |  |  |  | 6 |
| $(12) G H \times Z S$ |  |  |  |  |  |

The last automaton is not equivalent to the given one; this fact can be shown, for example, also similarly to Section IV: the last automaton has no loop corresponding to the loop of basis automaton

$$
\begin{equation*}
B \# Y \xrightarrow{a} F \# P \xrightarrow{d} B \# V \xrightarrow{g} F \# Z \xrightarrow{c} B \# Y \tag{6}
\end{equation*}
$$

(compare (4)). Remark that edges of this "missing" loop correspond to edges of the "missing" loop of the covered automaton considered in Section IV. It is also important to remark, that the last automaton does contain loop marked adgc; however, this loop does not correspond the above loop (6). Anyway, the nonequivalence of the two these automata (on Tab. 22, $22^{\prime}$ and Tab. 20) can be simple shown by constructing two equivalent canonical automata.

## VIII. Conclusion

Thus, in the present paper we have considered algorithms for automatic construction of automata, where the covering finite automaton turns out to be nonequivalent to the original one. The continuation of this work is supposed in two directions:

1) to build a special classification of regular languages based on the existence / non-existence of similar structures;
2) to describe in detail the application for auxiliary algorithms recognizing the existence of these constructions in algorithms for minimization of nondeterministic finite automata. ${ }^{21}$
We have already realized some corresponding computer programs, [9]. Using described in this paper auxiliary heuristic algorithms and having the table of language Waterloo as the only input, we obtained the desired result (i.e., automaton on Tab. 22, 22 ${ }^{\prime}$, which is walibad) in about 200 hours of computer time (CPU clock speed was about 3 GHz ). Therefore, as we said before, we consider as the main result the possibility of obtaining in the near future answer of the question, whether or not Waterloo is the "minimal" automaton having walibad property over the alphabet of 2 letters. (The minimality can be defined in some natural ways, for example, by the number of states of corresponding basis automaton, of by product of number of states of automata $\widetilde{L}$ and $\widetilde{L^{R}}$.)

Also, further practical work can be carried out in the directions of our papers cited above and [21], [22].

21 Above we have already noted that to create effective computer programs for NFA-minimization, it is desirable to be able to determine in advance (i.e., long before the full processing of the given regular language) the presence of walibad. Here it is possible to consider an analogy with the branch-and-bound method, including incomplete one: for the majority of problems solved by it, it, generally speaking, does not guarantee obtaining the optimal solution in an acceptable time, but almost always gives very good results.
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    ${ }^{3}$ Hereinafter, the terminology associated with the grids is given according to [3]. In this case, the covering automata are constructed according to [13, Sect. 4].

[^2]:    ${ }^{4}$ I.e., automaton which state-marking functions $\varphi^{\text {in }}$ and $\varphi^{\text {out }}$ covered all the possible pairs of corresponding states of two canonical automata $\widetilde{L}$ and $\widetilde{L^{R}}$. See below for details.

[^3]:    ${ }^{5}$ I.e., when we consider them as the sets of states of the deterministic automaton. Note again, that we have in mind both the combining of the designations of different states, and (more importantly) the combining of each pair of cells of the corresponding string in the table.
    ${ }^{6}$ We can obtain it in the following way. For example, in automaton of both Tables 3 and 4, we renamed state $\{E, F\}$ by $X$; therefore we obtain $E \# X$ and $F \# X$. The same procedure has to be used for all the states of the new automaton.

[^4]:    ${ }^{7}$ Compare corresponding constructions in [1].
    ${ }^{8}$ Maybe, not both 23 and 3 simultaneously.

[^5]:    ${ }^{9}$ Or sets of states, if we consider cells of Table 9 as the sets.
    ${ }^{10}$ Similarly to [1], we denote 20 its states like $A \# X$ etc., instead of the usual notation ${ }_{X}^{A}$.

[^6]:    ${ }^{11}$ Let us consider this thing detailed. State 10 of automaton of Tables 6 and 7 has the following values of marking function: $\varphi_{K}^{i n}(10)=$ $\{F, G\}$ and $\varphi_{K}^{\text {out }}(10)=\{Z, R\}$. Then this state covers the following elements of relation $\#: F \# Z, F \# R, G \# Z$ and $G \# R$. There exist some possible sets of such states, where corresponding pairs (like $F \# Z$ ) cover all the elements of considered relation \#.
    ${ }^{12}$ Let us remark, that using [1], we can define some such automaton by its state-marking functions or by corresponding relation \#. In other words, using the theory given in [16], we can define all possible transitions for a finite automaton defining a given regular language, knowing the statemarkings function of of its states.
    ${ }^{13}$ Remark that the algorithms of constructing such a set of grids is a hard problem, see [2] etc. Some possible approaches for making heuristic algorithms for this problem were considered in the papers cited in Introduction, including some our papers; see also [18], [19].
    ${ }^{14}$ By [1], [15], another way of constructing such covering automaton is the sequent elimination of states of automaton $\operatorname{COM}(L)$. More detailed, we remove states which do not belong to set (5), and also corresponding edges.

[^7]:    ${ }^{15}$ Remark once again, that by [1], we can construct finite automaton corresponding the given table of relation \#. It can be also shown, that if automaton $Ł^{\#}$ is chosen as such automaton, then, according to Definition 1 . it can also be called a proto-walibad.

[^8]:    ${ }^{16}$ Remind that covering automata are constructed according to 13 , Sect. 4].

[^9]:    ${ }^{18}$ In practice: long before.
    19 The detailed construction, proving this fact, is very cumbersome, and we omit it.

[^10]:    ${ }^{20}$ To reduce the size of the table, we did not specify corresponding pairs of states of automata $\widetilde{L}$ and $\widetilde{L^{R}}$ in it. We indicated this correspondence above, and also shall give it below once again.

