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Abstract — The theory of S-symbols is an extended 

generalization of the theory of S-modeling. It is considered as a 
part of the methodological support for the development of 
artificial intelligence systems in the S-environment (including 
knowledge systems, systems of S-modeling of problems and 
program construction, etc.). The S-environment, based on 
interconnected systems S-(symbols, codes, signals), serves as 
the infrastructural basis for the implementation of information 
technologies for various purposes. The rationale for expediency 
and basic notions (S-symbol, S-code, S-signal, etc.) is provided. 
The kinds and types of S-(symbols, codes and signals) are 
defined. Equivalence, order, and membership relations are 
introduced and defined on systems of S-(symbols, codes, and 
signals). Definitions of notions related to S-problem objects (S-
problem, P-graph, etc.) are provided. The basics of designing 
S-problem objects (including the construction of resolving 
structures on P-graphs) are described. The classes of basic S-
problems are defined. Definitions are accompanied by 
examples.1 
 

Keywords — S-symbol, S-code, S-signal, S-environment, S-
problem, P-graph, Resolving Structure, Programming 
Automation.  

I.  INTRODUCTION 
Without effective symbolic modeling [1], [3]–[5], [21] of 

the studied entities, the development of science, technology 
and other types of intellectual activity is impossible. An 
example of an effective symbolic representation of hypertext 
network2 resources3 is the Web [2]. When studying the 
world and themselves, people build symbolic (audio, video, 
etc.) models of entities that reflect the objects being studied 
and the relationships between them [3]–[5]. These models 
are represented by interaction, specification and 
programming languages; digital twins [7]–[12] of various 
objects, etc. Symbolic models serve not only as a means of 
cognition, but also as tools that help invent artificial things, 
expanding and improving the natural capabilities of a 
person.  

Achieving a goal in the course of some activity implies a 
clear idea of the problems to be solved. When achieving 
non-trivial goals (such as designing a machine, developing 
information technology, etc.), the symbolic representation of 
the idea in the human-machine environment for problem 
solving (S-environment) [3]–[5] is the most productive. This 
approach has a number of proven advantages. Firstly, by 
analyzing the S-model of the idea (device scheme, 
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specification of problem, etc.), we can check whether the S-
model corresponds to the idea, and if it does not, make 
corrections to the symbolic model. Secondly, if the symbolic 
model is recognized as corresponding to the idea, it is 
possible to verify the validity of the idea itself. If 
verification is successful, a decision on the feasibility of 
implementing the idea can be made. Otherwise, engaging in 
a change of idea is necessary. The idea of achieving a goal 
using S-models is embodied in many technologies for 
various types of activities. The most successful technologies 
prohibit behavior that does not comply with the rules 
(attempts of unacceptable behavior have as much chance of 
success as attempts to play poker against a chess program).  

The theory of S-symbols [3]–[4] is extended 
generalization of the theory of symbolic modeling (S-
modeling) [5]. It includes conceptual fundamentals with 
definitions of the basic notions [S-(symbol, code, signal), S-
problem, etc.], methodology for formalizing knowledge 
about S-problems, a model of a network S-problem solver 
and definitions of classes of basic S-problems [S-
(representations, transformations, recognition, 
interpretation, construction, exchange, preservation, 
accumulation, search, information protection and 
cryptography)]. The basic S-problems are called, to the 
solution of which other S-problems are reduced. The key S-
problems of each class are considered. 

Nowadays, people and computer devices operate in a 
symbol-code-signal S-environment [3]–[5], which in modern 
implementation is digital. Machine-to-Machine technologies 
(M2M) [13]–[14]; cloud computing technologies and 
electronic services [15]; the Internet of Things [16] and 
digital twins are successfully used to solve problems in 
various fields of activity. 

A. Markuping Text Fragments and Writing Formulas 
To record formulas and highlight definitions, comments and 
examples as part of S-messages, TSM-complex language 
tools (TSM: textual S-symbolic modeling) are used [3]–[5]. 
TSM has the means of writing formalized expressions 
(without using formula editors), highlighting parts of S-
messages and replacing frequently repeated fragments with 
selected abbreviations. To fulfill the descriptions, a standard 
keyboard and a set of tools available in the text editors of 
the LibreOffice, OpenOffice, or other packages are 
sufficient. 

The article uses the following TSM-means of highlighting 
text fragments:  

• □ <description fragment> □ ≈ definition (hereafter 
the symbol ≈ replaces the word "means");  

• ◊ <description fragment> ◊ ≈ remark;  
• ￮ <description fragment> ￮  ≈ example.  
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For set-theoretic formulas, the following form of notation 
is used:  

• A * B ≈ Cartesian product of sets A and B;  
• R < A * B ≈ binary relation defined on sets A and B. 

Italics and bold are used to highlight the first occurrences 
of the names of notions and fragments of the description to 
which the author wants to draw attention. 

II. BASIC NOTIONS 
□ S-objects encompass S-(symbols, codes, signals) and S-
symbol constructions (￮  specification languages, programs, 
etc. ￮ ). □ 

A. S-symbols 
□ An S-symbol is regarded as a substitute for a natural or 
invented object, designating this object and serving as an 
element of a certain system for constructing S-messages 
(￮  video, audio messages, etc.; the text of an electronic 
document, an electronic geographical map, a video clip – all 
these are S-messages. ￮) in an S -environment designed for 
perception by a person or an S-machine [computer or 
computer device (smartphone, digital camera, etc.)]. □  

￮  Braille for the blind is a system of text S-symbols for 
constructing text messages designed for perception by touch 
with fingers; musical notation, a system of musical S-
symbols is a means of constructing musical audio messages 
presented in graphic form. The system of S–symbols of 
chess notation is a means of recording chess games in the 
form of text messages. The alphabet, together with 
punctuation marks, forms a system of text S–symbols for 
constructing messages according to the rules of the grammar 
of the language (and each element of the alphabet is a 
substitute for the sound used in speech messages). ￮  

The kinds of S-symbols are defined, each of which has 
types of S-symbols. 

□ The kind of S-symbols corresponds to the means of 
receiving messages by a person (or robot): visual – eyes; 
audio – ears; tactile – fingers; smell – nose. □ To produce S-
messages, a person can use speech organs, body parts that 
produce distinguishable movements (hand gestures, finger 
movements, etc.), and eyes (selecting an object, indicating 
the place of its new placement, etc.). 

◊ In the modern (early 2020s) S-environment, vision 
(perception of text, fixed and moving images, etc.) and 
hearing (perception of speech, music, etc.) are used 
relatively productively. Touch is utilised in mobile phones 
(for receiving vibration calls), in gaming devices, etc. Smell 
is in the stage of experimentation (devices for recognizing 
odors are produced). ◊  

□ The type of S-symbols corresponds to a set of symbols 
for which a set of attributes and a family of valid operations 
are defined. □ 

The S-visual kind corresponds to the types: S-graphic [for 
constructing messages containing still images (photographs, 
diagrams, etc.)]; S-video (for constructing messages 
containing moving images), etc. ￮ The Periodic Table (on 
the web page) is an S-graphical representation of the S-
message about the periodic law (discovered by Mendeleev 

D. I.), which established the dependence of the properties of 
chemical elements on their atomic mass. ￮  

The types correspond to the S-audio kind: S-speech (for 
constructing S-messages containing speech fragments); S-
music, etc. 

The S-tactile kind corresponds to the types: S-kinetic [is 
used to generate S-messages by moving elements of devices 
designed to interface with the S-machine ( ￮ mobile phone 
vibration – an S-message about an incoming call ￮)]; S-
textured [for implementing S-messages by changing the 
surface texture of device elements ( ￮ flat → wavy or 
ribbed, etc. ￮)]; S-thermal (for implementing S-messages by 
changing the surface temperature of interface device 
elements).  

Elementary and Composite S-objects. □ An S-object 
used to construct composite S-objects is called an 
elementary S-object. □ ￮ A pixel is an elementary graphic 
S-object of raster graphics devices. A pictogram is a 
composite graphic S-object. A hyperlink is a composite 
graphic S-object derived from two S-objects [ ￮ a text (or 
image) fragment of one S-object and the URL of a text (or 
image) fragment of another S-object]. ￮  

B. S-signals 
□ An S-signal is a physically realized representation of an S-
symbol (or an S-symbolic message), or an S-code (or an S-
code message), designed for S-(sending, reception, 
recognition, interpretation, construction, copying and 
search) by a person or S-machine. ￮ In the S-environment, a 
person (or robot) receives S-messages implemented in the 
form of optical, sound, etc., S-signals. Technical devices of 
S-machines are designed to work with optical ( ￮ digital 
photo and video cameras ￮), electrical (￮  microprocessors 
of S-machines ￮), etc.  ￮  

C. S-codes 
□ An S-code serves as a substitute for an S-object [ ￮ S-
(symbol, symbol message, signal, signal message, code or 
code message). It is used to represent them in S-machines. 
An S-code is intended for construction, transformation, 
storing, interpreting, exchange of S-messages and 
manipulating them in the S-environment. □ 

￮  Graphic S-(symbols and codes) of the planets of the 
Solar system are used by astronomers in electronic 
documents [Planet Mercury corresponds to the S-symbol ☿ 
and the S-code – U3+263F (Unicode Standard)]. Morse 
code is an example of sound coding for texts. Text encoding 
using Morse code is imployed to send text messages. For the 
sending of Morse-coded messages, the long-standing 
technology of the auditory radiotelegraphy is most common. 
In the Navy, Morse-coded messages are also sent using light 
signals. Nowadays, some smartwatch models use tactile 
signals to send Morse-coded messages. 

QR code4 is a relatively modern example of graphic text 
encoding, which has many applications (ranging from 
payment technologies to technologies of object positioning 
in augmented reality. ￮  

4What are QR codes and how to scan them 
https://www.kaspersky.ru/resource-center/definitions/what-is-a-qr-
code-how-to-scan 
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◊ Digital encoding of S-messages allows the application 
of methods for solving problems that can be represented in 
the form of programs designed to be executed by digital S-
machines. When digitally encoding S-objects, they are put 
in one-to-one correspondence with numbers that can be 
efficiently represented in S-machine memory. Digital 
encoding of S-signals and S-signal messages [ ￮ using 
analog-to-digital converters (ADCs) ￮] is at the heart of the 
construction of modern communication systems, data 
processing, etc. One exampl of effective digital encoding of 
S-messages is the CDMA5 family of mobile communication 
technologies (providing simultaneous operation of many 
channels in a common frequency band by encoding radio 
signals). ◊  

D. S-objects Relations  
□ S-equivalence defines the interchangeability of S-objects. 
The S-equivalence relation can be set for any number of S-
objects (at least two). □ ￮ A mobile phone vibration call (an 
S-message composed of tactile S-symbols) is equivalent to 
any of the audio calls ( ￮ S-messages composed of musical 
S-symbols). ￮  

□ S-order defines the sequence of S-objecs. □ ￮ S-order 
is given on the set of elements of the alphabet. ￮  

□ S-membership defines the occurrence of an S-object in 
some set of S-objecs. □ ￮ The S-symbol □ used in the 
theory of S-symbols to markup S-text fragments. It belongs 
to the set of S-symbols of the TSM-complex. ￮  

E. S-objects Typing 
□ S-type X is a set of X S–objects whose elements have a 
fixed set of attributes and a family of valid operations. It can 
have S-subtypes called S-type X specializations and S-
supertypes called S-type X generalizations. □ 

□ Specialization of the S-type X is the generation of the S-
subtype X [::rule] (here the double colon "::" is the symbol 
of specialization) with a family of relations, expanded by the 
addition of the rule relation (selects a subset X [::rule] of the 
set X). Specialization is also called the result X [::rule] of 
this generation (X [::rule] < X). □￮ Type S-text is a 
specialization of type S-graphic. ￮ S -type specialization, 
given by a sequence of added relations X [::(rule 1)::rule 2], 
is called a specialization of type X [::rule 1] by the relation 
rule 2. The number of specializing relations in the sequence 
is unlimited. In this case, the names of the relations 
preceding the last one are enclosed in parentheses, and 
before the opening bracket of each pair of brackets is a 
double colon. 

□ Generalization of S-type Z is the generation of its S-
supertype Z [#rule] by weakening (here # is the weakening 
symbol) the rule relation from the family of relations 
corresponding to type Z. Exclusion of rule is its complete 
weakening. □ 

5CDMA (Cellular Mobile Communication System) 
https://www.ixbt.com/mobile/sys-cdma.html 

F. S-system of Notions 
□ The definition of the S-system of notions is a description 
of its S–model, accompanied by the specification of 
applicability. ‹ S-system notions Sc › ≈ ‹ S Sc ≈ collection of 
notions on which the S-object being studied ›, ‹ rel (S Sc) ≈ 
the family of relations defined on S Sc ›. □ 

The definition is addressed to researchers and developers 
of information technologies. It is represented in the form of 
an S-message, designed for exchange, storing, accumulation 
and search in the S-environment. For each notion of system 
Sc, a set of values is defined. 

The specification of applicability of the definition is given 
by the description of the types:  

• the correspondent (for whom the definition may be 
useful);  

• the purpose, in the process of achieving the one the 
definition is advisable to be applied (￮  problems, 
in the study of which the definition may be 
useful ￮ );  

• the stage where it makes sense to use the definition 
(￮   problem statement, development of a solution 
method ￮ ). □ 

￮  System tr of notions, named a triangle, ≈ ‹ set tr ≈ 
collection of notions ›, ‹ rel (set tr) ≈ family of relations 
defined on set tr ›. In tr, the elements of set tr are the sides (a, 
b, c), angles (α, β, γ), perimeter p, etc. The family rel (set tr) 
includes p = a + b + c; α + β + γ = π, etc.￮  ￮  The system tr 

π/2 of notions of a right triangle can be defined as a 
specialization of tr: tr π/2 ≈ tr [:: α = π/2] (by adding the 
restriction α = π/2, which distinguishes a subset of triangles 
where the value of one of the angles is equal to π/2). ￮  

G. S-systems of Knowledge 
□ The S-model of the knowledge system Sk ≈ ‹ Ca ≈ S-model 
of the notions system Sc ›, ‹ set lng ≈ the set of message 
languages interpreted on Ca ›, ‹ set intr ≈ the set of 
interpreters of Ca-messages composed in languages from 
set lng ›. 

Interpreting the S-message on Сa:  
1. Constructing an output message based on a given 

input message (messages are represented in 
languages from set lng); 

2. Analysis of the output message (whether changes 
are required in Ca);  

3. If required, initiate changing the Ca; if not, end. □ 

H. S-(Message, Data, Information) 
□ S-message  is a finite sequence of S-(symbols, codes or 
signals) designed for recognition and interpretation by the 
recipient, that meets the requirements for basic S-problems 
solvers (see section 4). □ 

￮  S-systems of notions and knowledge which present the 
results of the study of certain entities (objects of research); 
computer programs; web pages and document files – all 
these are S-messages. ￮  

□ S-file is a named unit of storage of the S-machine 
message code (data or program) on a drive (SSD, hard disk, 
etc.) of computer device (desktop, laptop, smartphone, 
digital camera, etc.). □ 
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□ S-data is S-message required to solve a certain problem 
or a family of tasks, presented in a form designed for 
recognition, transformation and interpretation by S-problem 
solver (human or robot). □ 

□ S-information is the result of interpreting a S-message 
on the S-system of notions.  

To extract information from a S-message, it is necessary 
to have:  

• an accepted S-message presented in a form 
designed for recognition and interpretation by the 
S-message recipient;  

• S-systems of notions stored in memory of recipient, 
among which is the necessary one for interpretation 
of the received S-message;  

• mechanisms for finding the necessary S-system of 
notions, interpreting the S-message, presenting the 
result of interpretation in the form of a S-message 
and writing it to memory. □ 

￮  The result of interpretation of the ma message 
presented in language a, received by the translator (human 
or robot) – translated to the mb message in language b, is the 
information extracted from the ma message. ￮  

III. KNOWLEDGE ABOUT S-PROBLEMS 
Representation of relations between notions in the form of 
solvable S-problems [S-(representations, recognition, etc.)] 
is a necessary condition for constructing methodologically 
significant problem S-objects (composite S-problems, S-
problem graphs) in the S-environment [3]–[5].  

The author's approach to modeling problems (from an 
arbitrary subject area) at the initial stage (1986-89) of 
research was formed as an alternative to the approach 
implemented in the instrumental programming system Prize 
[17]. This system traces the desire of developers to follow 
the methodology of automatic program synthesis popular in 
the 1980s [18]–[20]. Adherents of automatic program 
synthesis consider the specifications of problems and the 
process of designing programs (by formal transformations of 
the problem specification) as mathematical entities. 

An experienced software system developer (who has 
experience in developing successfully operated software 
systems) knows that the specification of a non-trivial 
problem and the program relate in the same way as design 
documentation (in engineering) and a machine for the 
production of certain products. The suitability of the 
manufactured machine (its compliance with the design 
documentation) can be determined only with the help of 
tests developed by experts who know well what the subject 
should be able to do and what properties (including 
reliability and safety) should have [21]–[26]. 

A. S-problem Objects 
□ S-problem ≈ {Formul, Rulsys, Alg, Prog}, where Formul 
is the statement of the S–problem; Rulsys is a set of systems 
of mandatory and orienting requirements for solving the S-
problem [26] set in accordance with Formul; Alg is the 
union of sets of algorithms, each of which corresponds to 
one element from Rulsys; Prog is the union of sets of S-
programs, each of which corresponds to one of the elements 
of Alg [4]–[5]. 

Formulation of the S-problem Formul ≈ {Mem, Rel}, 
where Mem is the set of notions of the problem on which the 
partition of Mem is given [Mem = Inp ⋃ Out (Inp ∩ Out = 
ø)] and the set of relations Rel between notions defining the 
binary relation Rel < Inp * Out.  

The set Mem is called the S-problem memory, and Inp and 
Out are its input and output, the values of which are 
supposed to be given and searched, respectively.  

In general, the Rulsys, Alg and Prog may be empty: the 
numbers of their elements depend on the degree of 
knowledge of the S-problem.  

For each element from Rulsys, Alg and Prog, the 
specification of applicability is set.  

Descriptions of Rulsys elements include the specifications 
of the types of S-problem solver (￮  autonomous S-machine, 
network cooperation of S-machines, cooperation ‹ man – S-
machine>, etc. ￮), information security requirements, etc. 

Descriptions of Alg elements include data on the 
requirements for the result obtained (◊ for mathematical S-
problems, among the mandatory requirements for the result 
may be a proof of its existence ◊), on the permissible 
operating modes of the S-problem solver ( ￮ automatic local, 
automatic distributed, interactive local, etc. ￮), etc.  

Descriptions of the use of S-programs include data on 
programming languages, operating systems, etc. ◊ Each S-
program is accompanied by hyperlinks to collections of test 
cases and examples of its application. ◊ 

The S-algorithm is a system of rules for solving an S-
problem (corresponding to one of the Rulsys elements), 
which allows for a finite number of steps to put the result set 
belonging to Out in unambiguous correspondence to a given 
data set belonging to Inp. 

S-program is an S-message defining the behavior of an S-
machine solver of an S-problem with specified properties. S-
algorithm implemented (in a high-level programming 
language and/or a machine-oriented language and/or a 
machine command system). S-program in S-(symbolic, 
code) represents connected by translation relations. □ 

□ S-data is an S–message required to solve some S-
problem or a set of S-problems, presented in a form 
designed to be received, recognized, transformed and 
interpreted by an S-problem solver (an S-machine program 
or a person). S-(specialization of the message) (S-message) 
by the parameter recipient of the S-message (S-recipient), 
the value of which is the solver of the S-problem (S-solver): 
S-data ≈ S-message [::S-recipient = S-solver] [3]–[5]. □ 

B. S-problem Objects Constructing 
Memory connections between S-problems are determined by 
three types of functions, each of which is a function of two 
arguments and allows you to match a pair of S-problems 
with some third S-problem constructed from this pair. 

S-problem a is connected to S-problem b by memory if 
there is at least one pair of elements {elem Mema, elem 
Memb} belonging to the memory of Mema of S-problem a 
and memory of Memb of S-problem b. At the same time, the 
same sets of values are given for the connected elements 
(elem Mema and elem Memb).  

If J and H are sets of S–problems, D ≤ J * J and each pair 
{j i, j k} of elements from D corresponds to a certain element 
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from H, then a memory connection function h ≈ conn (j i, j k) 
is given. In this case, we call D the domain of the definition 
of the function conn and denote D con. The set R ≈ {h: elem 
H; h ≈ conn (j i, j k); j i: elem D con, j k: elem D con} is called 
the domain of conn function values. 

The type of connection from memory of S-problems 
depends on the content of the intersection from memory:  

• whether the connection is made up of the elements 
of the output of one and the input of another S-
problem; 

• or from the elements of the outputs of S-
problems;or from the elements of their inputs; 

• or the connection is obtained by a combination of 
the previous methods. 

□ An elementary S-problem construction is an S–problem 
pair. Any S-problem construction, in turn, can be used as a 
component of an even more complex S-problem 
construction. □ 

□ System pS of knowledge about S-problem objects 
(hereinafter referred to as P-objects) ≈ {pA, Lng, Intr}, 
where pA is the S-problem domain, Lng is the specification 
language for P-objects, Intr is an interpreter for the 
specifications of the desired P-objects in pA. □ 

If P is a set of P–objects, and A < P is its nonempty 
subset, while in A (containing at least two elements) there is 
not a single element that would not be connected by 
memory with at least one of the elements of A, then the S-
model pA of the problem domain pA is an P-object that is 
defined by a pair of {Mem A ≈ memory of the set of S-
problems A of the problem domain pA}, {a family of 
rul (Mem A) connections given on Mem A}.  

The non-empty set Mem A of memory elements is divided 
into three subsets: the inputs Inp A of S-problems, their 
outputs Out A and a subset Or A, each of whose elements is 
both the input and output of some S-problems. Any one of 
these subsets can be empty; Inp A and Out A can be empty at 
the same time.  

Unlike the S-problem memory consisting of input and 
output, Mem A contains a subset Or of memory elements, 
each of which can be either given (as input) or calculated (as 
output). The elements Or are called reversible, and Or is a 
subset of reversible elements. A subset Inp of Mem A is 
called a subset of given elements, and a subset Out of Mem A 

is a subset of calculated elements. 
□ The S-problem domain pA is used to interpret the 

specifications of the desired S-problem objects represented 
in the Lng language. The interpretation consists of matching 
some subset (or a pair of subsets) of Mem A to some 
subdomain of pA, called the resolving S-structure. □  

□ The S-problem graph (P-graph) is a representation of 
the S–problem domain, designed for the implementation of 
P-formalization and P-construction of S-problem 
knowledge.  

The set of vertices of P-graph, composed of S-problem 
objects, is called its S-given basis and is denoted by P-basis. 

An edge of P-graph is a pair of vertices with a non–empty 
intersection in memory.  

The P-graph edge load is determined by the set of all 
pairs of memory elements included in this intersection. 

Vertex memory Mem Vertex is the memory of the S-problem 
(or S-problem domain) that the vertex represents. □ 

□ A composite task Comp is a subdomain of the S-
problem domain pA, which contains at least two elements 
from the set A and on whose memory the partition is set: 
Mem Comp ≈ Inp Comp ⋃ Out Comp; Inp Comp ∩ Out Comp = ø, 
which determines the input Inp Comp and the output Out Comp 
of Comp.  

An oriented P-graph is assigned to Comp, the vertices of 
which are S-problems marked with their names. □ 

Depending on the composition of the vertices, the 
following types of P-graphs are defined:  

• a U-graph has a set of vertices only from S-
problems that are not represented by S-problem 
constructions;  

• in a C-graph, at least one vertex is represented by a 
composite S-problem and there are no vertices 
represented by S-problem domains;  

• in a G-graph, there is at least one vertex is 
represented by an S-problem domain (the rest may 
be composite S-problems and/or S-problems not 
represented by S-problem constructs). 

IV. RESOLVING STRUCTURES ON P-RAPHS 
G-graphs serve as a means of formalizing knowledge about 
P-objects. ◊ The possibility of the existence of one or more 
vertices in the P-graph, which are S-problem domains, is of 
fundamental importance for the formalization of S-problem 
knowledge. ◊ 

The desired S-problem construction is given by a 
specification containing a description of memory and 
restrictions on the number of S-problem vertices (and, if 
necessary, restrictions related to the size of the S-problem, 
the accuracy of the result, etc.). The specification is 
interpreted on a P-graph, which serves as a representation of 
the S-problem domain of interest to the constructor. The 
construction mechanism on the P-graph serves as a means of 
interpreting specifications. Interpretation on a U-graph 
consists in matching a subset (or a pair of subsets) of U-
graph memory elements with a subgraph whose memory 
would be in a given relation to the introduced subset (or a 
pair of subsets). The interpretations on the C-graph and G-
graph are similar to the interpretations on the U-graph. 

□ An S-problem T is representable on a P-graph if its 
input Inp T is contained in a subset of Giv P-graph ⋃ Or P-graph, 
and the output Out T is in a subset of Comput P-graph ⋃ Or P-

graph of P-graph memory. At the same time, there is at least 
one S-problem from the P-graph basis whose input is 
contained in or coincides with Inp T. □ 

□ The resolving structure Solv T on P-graph, set in 
accordance with some problem T, is called a subgraph of P-
graph with the minimum number of S-problem vertices on 
which the problem T is representable. □ 

□ Interpretation of the S-problem vertex of the U-graph 
(or C-graph) in the process of searching for a resolving 
structure consists in correlating the signification of the input 
and output elements of the S-problem. □ 

Rules for interpreting the S-problem vertex:  
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• if the input is fully signified, then the output is fully 
signified;  

• if at least one element of the output is assumed to 
be signified, then the input is fully assumed to be 
signified. 

The mechanism for constructing resolving structures 
conforms to the specification of the original S-problem 
subgraph on the P-graph by implementing three types of 
behavior in accordance with three types of requests: 

1. For given subsets X and Y (X ∩ Y = ø) of the 
Mem P-graph memory of P-graph, then there exists a 
resolving structure Solv XY (with a minimum 
number of S-problem vertices, whose input is 
defined by X and output by Y) when there is a 
subgraph G whose set of vertices includes at least 
one vertex with a solvable S-problem, and the 
union of the outputs of the vertices of the subgraph 
G contains a subset of Y (or coincides with it). 

2. For a subset X given on Mem P-graph memory of P-
graph, then there is a Solv X resolving structure 
whose input is defined by a subset of X, and the 
output is a non-empty subset of Mem P-graph, 
including the maximum number of elements that 
can be defined for a given X, when X ∩ Comput = ø 
(Comput < Mem P-graph) and there will be at least 
one vertex with a solvable S-problem. 

3. For a subset Y given on Mem P-graph, then there is a 
Solv Y resolving structure (with a minimum number 
of S-problem vertices, the output of which contains 
Y, and the input is composed of elements belonging 
to Giv) when Y ∩ Giv = ø. 

For each of the three types of requests, a constructive 
proof of the existence of a resolving structure of the 
corresponding type is obtained. 

After the resolving structure is found, the process of its 
concretization becomes feasible [21] in accordance with the 
specification of the conditions for the application of the 
source S-problem. 

V. CLASSES OF BASIC S-PROBLEMS 
S-representation. Creating of interconnected systems of S-
(symbols, codes, signals), specification and programming 
languages, queries languages; representation of S-
(messages, data), S-systems of notions and knowledge, etc. 
[4-22]. 
S-transformation. Converting S-messages ( ￮  speech ↔ 
text; analog ↔ digital; uncompressed ↔ compressed; *.odt 
↔ *.pdf, etc. ￮  ) [2-7]. 
S-recognition. A necessary but insufficient condition for 
recognition is the presentation of S-message in a format 
known to recipient. When this condition is met, the tasks of 
matching the sample models or matching the properties of 
the recognized model with the properties of sample models 
are solved [2-7]. 
S-constructing. Constructing new S-objects from previously 
created S-objects ( ￮  specifications S-problems, S-
(algorithms and programs), S-systems of notions and 
knowledge, etc. ￮  ). ◊ Elements of an S-construction are 
represented as constructive S-objects [2-7]. ◊  

S-interpretation. Interpretation supposes the existence of an 
accepted S-message, an S-system of notions on which it 
should be interpreted, and an interpretation mechanism. 
￮  To interpret a web page that is presented on a monitor 
screen, a person uses systems of notions stored in his 
memory. For an S-machine microprocessor, interpreted S-
messages are codes of the S-machine commands and data 
that are represented by S-signals. For an S-machine 
compiler, interpreted S-message is an S-code of source S-
program [2-7]. ￮  
S-interaction. In this class, the problems of interaction in S-
environment (man – S-machine; S-machine – S-machine) are 
studied. Senders and recipients of S-messages, a means of 
sending, transmitting and receiving messages are classified. 
Systems of S-messaging rules (S-network protocols), S-
network architectures, service-oriented architectures, 
document management systems are being developed [3-24]. 
S-(saving, accumulating and searching). This class includes 
the related S-problems of saving, accumulating, and 
searching for S-messages. The S-machine memory devices, 
their management mechanisms, forms of storage and 
accumulation, methods of accumulation and search, 
databases and program libraries are studied [2-7]. 
S-security. S-problems of this class are designed to prevent 
and to detect vulnerabilities, to perform access control, to 
protect against unauthorized use, malware, and message 
interception [4, 25-26]. 
 

VI. CONCLUSION 

The theory of S-symbols6 is regarded as an integral 
component of the methodological framework for the 
advancement of artificial intelligence systems. This article 
covers a segment of the theory focused on the conceptual 
foundations of the theory, formalization of knowledge 
concerning S-problems and the classes of basic S-problems 
[3–4]. Some definitions have been clarified and examples 
have been added. 
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