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Abstract— The increase in the rate of internet and social 
media use has given rise to a lot of fake news and 
misinformation available online. The internet and social media 
have made information and communications flow to be faster 
and easier. On the other hand, the internet and social media 
have also jeopardized the authenticity of the news that is being 
sent online, as it has given people the opportunity to 
intentionally spread fake news. This has caused a lot of social 
and national damage with destructive impacts. Hence, there is a 
need to apply data mining and text analytic techniques in the 
detection of fake news across news agencies that operate online. 
Literature has shown that the use of data mining and text 
analytic techniques can play important role in both the 
detection of fake news and the blockage of it. The leading data 
mining and text analytic techniques used in fake news detection 
are described in this paper by answering three (3) research 
questions from papers between 2017 to 2022 alongside 
recommendations for applications for newsagents. The result 
presents fourteen (14) techniques and twenty (20) state of the 
arts datasets for fake news research. 
 

Keywords—Fake news, text analytic, data mining, machine 
learning algorithms, big data. 
 

I. INTRODUCTION 
Fake news are false stories that are spread to influence 

people’s view [1]. There are lots of negative impact of fake 
news on individuals and the community at large as it can be 
spread to damage the reputation of an individual or even an 
organization. There are numerous online platforms where 
fake news can be spread, such platforms includes Twitter, 
Facebook, WhatsApp, Telegram, Instagram etc. Detecting 
these fake news has been a great challenge. Over the years, 
the spread of fake news online has been on the increase [2]. 
Although there has been a significant progress in the 
detection of fake news, but researchers are yet to establish a 
concrete solution to this problem. Many have explored the 
use of machine learning to detect fake news. Machine 
learning is an aspect of AI that can perform different actions 
based on what it has learnt [3]. There are lots of machine 
learning algorithms which can either be supervised, 
unsupervised or reinforcement machine learning algorithms 
[4]. These algorithms can be trained using dataset, and are 
applied to perform different task in different sectors. These 
algorithms are mostly used for prediction and detention 
purpose. Machine learning algorithms have been performing 
very well in the detection of fake news, as lot of researchers 

 

have been using theses algorithms to detect fake news. Also, 
some researchers have applied data mining techniques in the 
detection of fake news. Data mining is an aspect of machine 
learning which is concerned with the analysis of large 
amount of data in order to discern patterns and trends. Since 
internet users’ produces big, noisy, incomplete and 
unstructured data, data mining techniques can be applied to 
mine these data before applying machine learning models. 
Additionally, deep learning techniques have been adopted by 
lot of researchers to detect fake news. Deep learning is an 
aspect of machine learning which uses multiple layers to 
extract features from input. 

 
In this study, three (3) research questions will be 

answered. The paper will provide the importance of data 
mining techniques to detecting fake news online. Different 
machine learning algorithms that has been used by 
researchers to detect fake news and how well these machine 
learning algorithms have performed will also be discussed in 
this paper. Different fake news dataset that are being used 
for fake news detection will be discussed as well. 

 

II. METHODOLOGY AND RESEARCH QUESTIONS  
The method used in this paper is a systematic literature 
review. We reviewed papers from 2017 to 2022 in order to 
provide answers to the research questions. The inclusion and 
the exclusion criteria for this study are provided in the table 
below. 
 

Table I: Inclusion and Exclusion criteria 
Inclusion Criteria  Exclusion Criteria  

Paper is written in English 
language.  

Paper is not written in   
English language.  

Paper is open source. Paper is not open source. 
Paper is relevant to machine 
learning.  

Paper is not relevant to 
machine learning. 

Paper is relevant to fake 
news detection. 

Paper is not relevant to fake 
news detection. 

Paper is relevant to data 
mining. 

Paper is not relevant to data 
mining. 

Papers from the year 2017 to 
2022. 

Papers are not from the year 
2017 to 2022. 

 
The papers reviewed in this study were considered based 

on the research work presented by these papers. Papers that 
discussed the application of data mining and machine 
learning techniques to fake news detection, and papers 
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where the state of art fake news dataset are discussed were 
considered as papers with good quality to be reviewed in this 
study. Papers from different online repositories were 
assessed. They were separated based on their titles and the 
contents of their abstracts; the papers that are relevant to the 
research questions were studied and reviewed. 

 
Based on valid arguments, three research question were 

answered. The questions include: 
RQ1: Why are data mining, machine learning and deep 

leaning techniques needed for fake news detection? 
RQ2: What are the data mining, machine learning, deep 

learning techniques that are being used for fake news 
detection? 

RQ3: which dataset are being used for fake news 
detection? 

 
The answers to these questions will be provided in the result 
and discussion part of this paper. 
 

III. RESULT AND DISCUSSION 

A. Answers to RQ1: Why are data mining, machine 
learning and deep leaning techniques needed for fake 
news detection? 

 
 Fake news is a threat to our society, economy and 
democracies, and spreading fake news has an extremely 
negative impact on individuals and the society at large. For 
this reason, detecting fake news has become an emerging 
research that attracts lots of attentions [5]. Fake news is sent 
online intentionally to mislead internet users in believing 
false information, thus, it is difficult to detect it based on 
news content, as the content is diverse in styles, media 
platforms and topics, and may contain may also contain real 
news cited within fake news, therefore auxiliary information 
like social engagements and knowledge base can also be 
applied to improve the quality of fake news online. These 
auxiliary information produces big data, incomplete data, 
unstructured data and noisy data [5]. Thus data mining 
techniques which can be used to extract meaningful 
information from large amount of data is needed for decision 
making in fake news detection. Data mining is an aspect of 
machine learning, which is centered on exploration of data 
through unsupervised learning. With the use of data mining, 
machine learning or deep learning techniques, detecting fake 
news can be done automatically [6]. Machine learning and 
deep learning models can check context of a news and 
immediately detect if the news is real or fake. There are lots 
of machine learning techniques that could be used to detect 
fake news. Researchers have used different machine learning 
and data mining techniques in the detection of fake news, 
and the accuracy of these techniques depends on the way the 
models are being trained [7]. The accuracy is important 
because failure of a model to detect fake new can affect 
different people negatively. The state of art machine learning 
algorithms that are being used for fake news detection are 
reviewed in the next question. 

B. Answers to RQ2: What are the data mining, machine 
learning, deep learning techniques that are being used for 
fake news detection? 
 
Ordinarily, detecting fake news is a difficult task, but with 

the help of machine learning techniques, it can be detected 
easily. Researchers have used a lot of machine learning 
algorithms to detect if a news is fake or real. There are 
different machine learning techniques that can be used to 
detect fake news. [8] combined network metadata and 
sentiment analysis to classify real news and fake news. The 
Random Forest classifier algorithm was used to train the 
model. The FakeNewsCorpus and the GFRN dataset was 
used by the researchers. The authors used a scrapping tool to 
gather information that are related to the news and leverage 
four different sub-pipelines for feature extraction and feature 
engineering. The Random Forest classifier algorithm was 
able to achieve a F1 score above 88%. The author was able 
to develop a web interface that can take the web address of a 
news and display if the news is fake or not. In another study, 
different approaches to detecting fake news with the use of 
text mining techniques and text features was discussed by 
[9]. The researchers proposed an ensemble method that 
combine feature from set3 and word vector for the 
classification of fake news on FakeNewsNet dataset and 
McIntire dataset. The researchers concluded in their report 
that an ensemble method of stylometric features and text 
based word vector can predict fake news with an accuracy 
above 95.48%. likewise, [10] used six different machine 
learning algorithms to detect fake news based on text 
analytics. These algorithms were used on Liar dataset which 
is a benchmark dataset for fake news detection. The 
algorithms used includes; Random Forest, XGboost, KNN, 
Naïve Bayes, SVM and Decision Tree. From the result, the 
XGboost out perform all compared algorithm with an 
accuracy that is greater than 75%. The Random Forest and 
Support Vector Machined approximately gave 73% 
accuracy. In another work, [11] carried out a research on the 
detection of fake news using machine learning techniques. 
The researchers used four different open source fake news 
dataset from kaggle. The machine learning techniques used 
are Logistics Regression, SVM, KNN, Random Forest, 
Bagging Ensemble Classifiers, Voting Ensemble Classifier 
and Deep Learning algorithms like Linear SVM, Multilayer 
Perception, CNN and Bidirectional LSTM network. The 
performance of each model varies on each dataset. The 
Random Forest algorithm and Linear SVM achieved the 
maximum accuracy of 99% on the ISOT fake news dataset. 
The Multilayer Perception, Bagging Classifier, Boosting 
Classifier and Linear SVM were 98% accurate on Hereafter 
dataset. [12] used machine learning techniques to detect fake 
news in Korean text. The dataset used contain articles 
crawled from maeil businesses, Hankyoreh, Chosun Ilbo, 
Joongang Ilbo and Dong-A Ilbo. The dataset was divided 
into two parts, less than 40% of the dataset was named 
mission1 and more than 60% was named mission2. The 
algorithms used were trained separately on mission1 and 
mission2. The algorithms used are BCNN, LSTM+BCNN, 
Bi-LSTM+BCNN and BCNN with attentive pooling 
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similarity (ASP-BCNN). The models performed better on 
the larger dataset (mission2 dataset) with accuracies above 
70%. The APS-BCNN model has the best performance with 
an accuracy of 72.6% on mission2, while the Bi-
LSTM+BCNN has the least performance of 70.7%. A recent 
study with the aim of detecting fake news from online 
channels using machine learning algorithms was carried out 
by [13]. The study used Naïve Bayes, decision tree, KNN, 
Logistic Regression, and SVM classifiers to detect fake 
news in a dataset from Github’s repository. The models 
Logistic Repression model outperformed all other compared 
models with an accuracy of 90.46%. The KNN obtained an 
accuracy of 89.98%, The SVM was 89.33% accurate and the 
decision tree was 73.33% accurate. Also, a machine learning 
based fake news detection model was developed by [14]. A 
logistic repression classifier was used to classify fake news. 
The open source Liar dataset was used to train and test the 
model. The logistic repressor classifier was 98% accurate 
with 98% precision. [15] developed a model that can detect 
fake news in Indonesia. The researchers used XGBoost to 
classify fake news and real news. The dataset used by the 
respecters contains real and fake news about Indonesia and 
the world at large from 2015 to 2020. The dataset contains 
500 news which includes 250 fake and 250 real news written 
in Indonesia. The XGBoost algorithm was able to achieve 
89% accuracy and 90% precise. Also, a model that can 
detect fake news was also developed by [16]. These 
researchers used four deep learning algorithms which are; 
CNN, unidirectional LSTM, Bi directional LSTM and 
Vanilla RNN. The researchers used two publicly available 
dataset containing fake and real news. The bi directional 
LSTM algorithm outperform other algorithms that was used 
on both datasets. [17] compared the performance of different 
machine learning algorithms in the detection of fake news. 
The algorithm compared are Naïve Bayes, Decision Tree, 
Random Forest, Stochastic Gradient Descent, KNN, 
XGBoost, and Logistic Regression. The fake news dataset 
used by the researchers was gotten from Kaggle and contains 
four attributes which includes; title, text, subject and date. 
The algorithms were evaluated based on accuracy, F-score 
and run time. The Logistic Regression outperforms other 
compared algorithms in terms of accuracy which was 99% 
accurate. In terms of F-score, Random Forest Performed best 
with an F-score of 99%. And Naïve Bayes has the best 
runtime with runtime of 0.11s. [18] conducted a survey on 
the detection of fake news on social media. The study 
reviewed existing data mining approaches to fake new 
detection, such approaches include future extraction and 
model construction. The researchers proposed the use of 
fake news benchmark dataset like BuzzFee, LIAR, BS 
Detector and GREDBANK datasets. There are other 
datamining techniques that have not been used by any 
researcher to detect fake news, but should perform well 
when used in the detection of fake news.  

 
From the above reviewed papers, we provide a description 

of both machine learning and deep learning techniques that 
are commonly in use for the detection of fake news. 
Basically, we found out that both machine learning and deep 

learning algorithms have been in use for the detection of 
fake news and that the most frequently used ones are the 
fourteen (14) described above as seen in resent literature. 

Machine Learning techniques for fake news detection. 
1) XGboost: This ensemble machine learning algorithm 

can be used to detect if a news is fake or not. It has been 
used by researchers like [10], [15] and [17] to detect 
fake news and it has performed well. 

2) K-Nearest Neighbor: This supervised machine learning 
algorithm works by classifying data based on similarity 
to its nearest neighbor. The algorithm has performed 
well in the detection of fake news in [10] – [11], [13], 
[17] and others. 

3) Naïve Bayes: This algorithm can also be used to classify 
if a news is fake or real. It has been used by a lot of 
researchers lie [10], [13], [17] and others and has 
proven to be a good algorithm in the detection of fake 
news. 

4) Support Vector Machine (SVM): The SVM is a 
machine learning algorithm and it is mostly used for 
classification purpose. Many researchers like [10] – 
[13] and others have used it to classify fake news, and it 
has performed excellently. 

5) Logistic Regression: This has been used by many 
researchers like [11], [13], [14] and [17] and, it has 
achieved high accuracy.  

6) Decision Tree: This machine learning algorithm can be 
used in fake news detection. It works by breaking 
dataset into different smaller subsets. Researchers like 
[10], [13], and [17] have used it in the detection of fake 
news and it performed well. 

7) Random Forests: This classifier algorithm is an 
ensemble of different Decision Tress and it has 
performed greatly in the detection of fake news. 
Researchers like [8], [10], [11], and [17] have used it in 
detection of fake news. 
 
Deep Learning techniques for fake news detection. 

1) Multilayer Perception: This is a deep learning algorithm 
that uses more than one hidden layer unlike the single 
layer perception. This algorithm has been used to detect 
fake news by researchers like [11].  

2) Convolutional Neural Network (CNN): This is a deep 
learning model that can also be used to classify fake 
news; it has been used by researchers like [11] and [16] 

3) Bi Convolutional Neural Network (BCNN): This deep 
learning algorithm is a CNN with two input and 
retrained word embedding. It uses 3g filters to extract 
feature maps from bodies and headlines. It has been 
used  by [12] to detect fake news and it performed well.  

4) Long Short-Term Memory (LSTM): This is another 
deep learning algorithm that can be used for fake news 
detection also known as the unidirectional LSTM. It has 
been used by different researchers like [11], [12] and 
[16], and it has performed very well. 

5) Bidirectional Long Short-Term Memory (Bi-LSTM): 
unlike the unidirectional LSTM, the Bi-LSTM goes 
through the input sequence in two directions (right and 
left) at the same time. It has also been used by different 
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researchers like [12] and [16], and it has performed very 
well. 

6) LSTM + BCNN: This is an ensemble of Long Short-
Term Memory and Bi Convolutional Neural Network. 
These method has performed greatly in detecting fake 
news as it has been used by researchers like [12]. 

7) Bi-LSTM + BCNN: Bidirectional Long Short-Term 
Memory and Bi Convolutional Neural Network. It has 
also been used by [12], and it has performed well. 

 
 

Data mining techniques for fake news detection. 
1) Future extraction: A data mining techniques that can be 

used to extract useful attributes from social contents. 
The features could be source, headline, body text, 
images or videos. This method was proposed by [18].  

2) Data cleaning and preparation: This is an important part 
of data mining process that deals with the formatting of 
data to make it useful. [8] and  [10]. 

3) Data visualization: This is another important process in 
data mining. This process grant insight to users based 
on what the user can see. [8], [10], [11] and [17]  

 

C. Answers to RQ3: Which dataset are being used for 
fake news detection? 

 
Multiple Domain 

A publicly available dataset known as LIAR dataset was 
published by [19]. This researcher collected 12.8k short 
statements that are manually labelled from 
POLITIFACT.COM. The statements collected contains 
detailed analysis reports and links to source documents for 
each cases. As at the time the LIAR dataset was published, it 
was the largest publicly available fake news dataset. 

RealNews dataset is a fake news dataset that was 
introduced by [20]. It contains a large amount of news 
articles which were collected from Common Crawl. The 
authors used the dataset to classify fake news from real 
news. 

Another fake news dataset is the FakeNewsNet which was 
introduced by [21]. This dataset was collected from Politifat 
and GossipCop websites. These websites contain social 
context, news content and dynamic information.  

[22] introduced Fake news challenge stage1 (FNC-1) 
dataset. This fake news dataset contains 75,385article pairs 
and labelled headline. The article pairs in the dataset are 
labeled as either unrelated, discuss, disagree or agree. And 
the headlines in the dataset are phased as statement. 

The Snopes dataset which was introduced by [23]. The 
dataset contains fact checking articles (multimodal tweets 
and FC article) from Snopes.com. The Politifact dataset was 
introduced by [23]. Just like the Snopes dataset, it also 
contains fact-checking articles (multimodal tweets and FC 
article) from politifact.com. 

The Fakeddit is a multimodal fake news dataset that was 
introduced by [18]. The dataset consists of one million 
samples of fake news from multiple categories. These 
samples are labelled base on 2-way, 3-way and 6-way 

classification categories. 
“Some Like It Hoax” is another fake news detection 

dataset that was introduced by [24]. The dataset consists of 
15,500 posts from Facebook and 909,236 users. The 
researchers used two classification algorithms on this 
dataset. Theses algorithms includes the Logistics Regression 
and the novel adaptation of Boolean crowd sourcing. They 
were able to obtain accuracy above 99%. 

The NELA-GT-2018 is a multiple labelled dataset that 
was introduced by [25]. The fake news dataset consists of 
714k articles that was collected between February and 
November 2018. The articles were collected from 194 media 
outlet including hyper-partisan, mainstream and conspiracy 
sources.  

The NELA-GT-2019 dataset was introduced by [26]. This 
dataset is an updated version of NELA-GT-2018 dataset. It 
contains 1.12 million news articles, these articles are from 
260 different sources and are collected between January to 
December 2019.  

The NELA-GT-2020 dataset was introduced by [27]. This 
dataset is an updated version of NELA-GT-2019 dataset. 
The dataset contains 1.8 million news articles, these articles 
are from 519 different sources and are collected between 
January to December 2020. 

UPFD (User Preference Aware Fake News Detection) 
dataset was introduced by [28]. This dataset has been 
integrated with deep learning library and Pytorch geometric. 
The dataset which includes real news and fake news from 
Twitter was curated for evaluating binary graph 
classification. 

The UPFD-GOS (User Preference Aware Fake News 
Detection) dataset was introduced by [28]. This dataset 
simultaneously captured different signals from user 
preferences by graph modelling and joint content. 

UPFD-POL (User Preference Aware Fake News 
Detection) dataset was introduced by [28]. Like the previous 
UPFD datasets, this dataset simultaneously captured 
different signals from user preferences by graph modelling 
and joint content. 
The Weibo21 dataset was introduced by [29]. This fake 
news dataset is a benchmark for multiple domain fake news 
detection. The dataset contain of 4,640 genuine news and 
4,488 fake news from nine domains. 
 
Single Domain 

The Covid19 fake news dataset was introduced by [30]. 
This dataset contains 10,700 social media articles and posts 
of real and fake news. The dataset was used to classify fake 
news from real news. The SVM, Decision Tree, Logistic 
Regression and the gradient boosting was used on the 
dataset. The SVM outperform other algorithms compared 
and achieved a F1 score of 93.32%. 
MM-COVID was introduced by [31]. The covid19 related 
fake news dataset provides multilingual fake news and the 
relevant social context. The dataset consists of 3981 fake 
news and 7,192 real news contents in English, French, 
Italian, Hindi, Spanish and Portuguese. 
 
Language Specific 
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AraCOVID19-MFH (Arabic Covid19 multiple labelled 
fake news and hate speech detection) dataset was introduced 
by [32]. The dataset which was annotated with ten different 
labels consist of 10,828 Arabic tweets.  

BanFakeNews dataset was introduced by [33]. The 
dataset consists of 50,000 fake and real news in Bangla 
language. This dataset can be used to build automatic fake 
news detection systems in Bangla. 

Finally, The Fake News Filipino dataset was introduced 
by [34]. The dataset was expertly curated for detection of 
fake news in Filipino. The dataset consists of 3,206 news 
articles including 1603 real articles and 1603 fake articles. 

 
Twenty (20) state of the art dataset that are being used for 
fake news detection have been reviewed in this paper to 
provide answer to research question 3. The Table 2 below 
shows the state of the art dataset that are being used for fake 
news detection. 
 
Table II: Fake News Detection Dataset. 
S/N Source  Dataset Category  
1 [19] LIAR dataset Multiple 

Domain 
2 [20] RealNews dataset Multiple 

Domain 
3 [21] FakeNewsNet Multiple 

Domain 
4 [22] Fake news 

challenge stage1 
(FNC-1) dataset 

Multiple 
Domain 

5 [23] The Snopes dataset Multiple 
Domain 

6 [23] The Politifact 
dataset 

Multiple 
Domain 

7 [18] The Fakeddit Multiple 
Domain 

8 [24] Some Like it Hoax Multiple 
Domain 

9 [25] NELA-GT-2018 Multiple 
Domain 

10 [26] NELA-GT-2019 Multiple 
Domain 

11 [27] The NELA-GT-
2020 

Multiple 
Domain 

12 [28] UPFD (User 
Preference aware 
Fake News 
Detection) dataset 

Multiple 
Domain 

13 [28] The UPFD-GOS 
(User Preference 
aware Fake News 
Detection) 

Multiple 
Domain 

14 [28] UPFD-POL (User 
Preference aware 
Fake News 
Detection) 

Multiple 
Domain 

15 [29] The Weibo21 
dataset 

Multiple 
Domain 

16 [30] The Covid19 fake 
news dataset 

Single 
Domain 

17 [31] MM-COVID Single 
Domain 

18 [32] AraCOVID19-
MFH 

Language 
Specific 

19 [33] BanFakeNews 
dataset 

Language 
Specific 

20 [34] Filipino dataset Language 
Specific 

 

IV. CONCLUSION 
This work had shown that fake news can easily be 

detected using data mining techniques as lots of machine 
learning algorithms has been used by different researchers to 
detect fake news. Some of these algorithms has been 
reviewed in this paper and they have performed very well as 
seen in the works by [9] – [12] and [14]. The state of the art 
datasets that have been used for fake news detection were 
also reviewed in this work. These datasets are open source 
dataset which contains fake news and real news from 
different sources and in different languages. For local 
research works in the domain of fake news detection, we 
recommend the use of local datasets relevant to the 
community in focus in order to achieve an accurate and 
reliable result. Such local works may use the top five (5) 
performing machine learning algorithms, and then perform a 
comparative analysis to know the one that will achieve the 
best performance on the locally curated dataset. 
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